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Abstract

Change detection techniques based on post-classi�cation compari-
son are used for monitoring the land-cover change using multi-temporal
satellite imagery. A methodology for automatic land-cover change de-
tection has been developed based on Arti�cial Neural Networks (ANNs)
for multispectral image classi�cation. The method developed is based
on a classi�cation step of the available images and a change detec-
tion step which makes use of the classi�ed images. Three supervised
learning ANNs are used: Multilayer Perceptron (MLP), Radial Ba-
sis Function (RBF) and Non-Extensible Radial Basis Function (NE-
RBF). In addition, an unsupervised learning ANN technique called
Self-Organized Map (SOM) is also used in this work. A texture anal-
ysis, using a gray-scale image, and a statistical analysis, using a RGB
image, are applied to identify the inputs to the ANN. The texture
analysis is done using Grey-Level Co-Occurrence Matrix (GLCM). The
statistical analysis is done by calculating the average and standard de-
viation of a pixel with respect to its eight neighbor pixels in each of the
bands composing the image, red (R band), green (G band), and blue
(B band). Two images acquired from di�erent periods of time (years
2003 and 2014) from Casalvieri (Frosinone province, Italy), have been
employed to track the changes caused by the human action on the
terrain. Our results demonstrate the potential of using ANNs for au-
tomatic land-cover change detection.

Keywords: Arti�cial Neural Network, Automatic Change Detection,
Post-Classi�cation Comparison Change Detection, Categorical Change De-
tection.

1. Introduction
Global environmental change is becoming a serious problem and a source

of concern for the international community. Such alteration is linked to the
1E-mail Corresponding Author: jgarciabraga@gmail.com



local landscape changes and it may also produce ecosystem e�ects at some
distance from the source [2]. The automatic land-cover change detection is
an interesting and relevant image processing problem. It is bene�cial in the
process of understanding the impact of human actions on the environment
[1].

Automatic landscape change detection is usually performed using two
images of the same area taken at two di�erent time points. It has been
applied with success in many �elds, such as: urban planning, analysis of
population growth, monitoring of land use for agriculture and general envi-
ronmental monitoring [5].

Due to the increasing environmental concerns, automatic change detec-
tion has become a topic of great interest within the scienti�c community. A
large variety of automatic change detection methods have been developed
[3, 4, 5]. The developed methods can be classi�ed as:

� Change Mask Development (CMD): only changes and non-changes are
detected. There is no information about the kind of change occurred.

� Categorical Change Extraction (CCE): the land-cover change is de-
tected and categorized. Information about the type of changes is pro-
vided.

CMD does not identify what type of land-cover changes have occurred
in the area of interest. However, CCE provides a complete categorization
of the area of interest and it is more appropriate for the development of
environmental monitoring techniques [2]. CCE can be divided into three
categories: Change Vector Analysis, Direct Multidate Classi�cation and
Post-Classi�cation Comparison.

The Change Vector Analysis method de�nes two vectors, where the �rst
one stores information about the degree of change, while the second stores
the type of change. Land-cover change detection is based on the analysis of
these two vectors. This method is computationally expensive.

The Direct Multidate Classi�cation method handles simultaneously the
two remotely sensed images taken at di�erent time points. This method
performs an analysis of the combined data set of the two images in order to
identify the changes. However, this method is suitable for remotely sensed
images composed from several channels, for example hyperspectral images.

Post-Classi�cation Comparison classi�es each image and compares the
color maps obtained from the classi�cation process. The e�ciency of the
method depends on the accuracy of the classi�cation algorithm chosen to
generate the color maps.
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Supervised and unsupervised ANNs approaches have both been used for
classi�cation of remotely sensed images [6]. The approaches based on ANNs
have three main advantages when applied to image classi�cation [4]: (1)
ANNs do not require any assumptions on the input data distribution and
they can learn from discontinuous and non-linear input data; (2) ANNs are
self-adaptive and do not need prior knowledge of the input data; (3) ANNs
can provide universal functional approximations.

The images used in this work are relative to an area placed in the
Casalvieri municipality (Frosinone province, Italy). The RGB images were
acquired at two di�erent time points: the �rst image was acquired in 2003
and the second in 2014. The images were acquired from the Google Earth
database.

For the classi�cation step, three supervised ANNs are tested: Multilayer
Perceptron (MLP), Radial Basis Function (RBF) and Non-Extensible Radial
Basis Function (NE-RBF). Additionally, an unsupervised technique called
Self-Organized Map (SOM) is also tested.

The ANNs input data are obtained by texture analysis using the Grey-
Level Co-Occurrence Matrix (GLCM) and by calculating the average and
standard deviation of a pixel. The results are evaluated in terms of perfor-
mance of the classi�er and correctness of the detected image changes

This paper is organized as follows: Section 2 describes the methodology.
Section 3 presents the results obtained for image classi�cation and change
detection. Final considerations and conclusions are provided in Section 4.

2. Post-Classi�cation Comparison Change Detection
Figure 1 depicts the proposed method for Post-Classi�cation Comparison

Change Detection.

2.1. Imagery Selection (A)
The input for the algorithm are two pre-registered images taken at di�er-

ent time points. The images are depicted in Figure 2. The oldest image was
captured from the Quickbird satellite while the newest image comes from the
Geoeye satellite. Both images have 1.65 meters/pixel resolution and provide
RGB spectral information. The classes of interest in these images are: herb
(transition between bare-soil and grass), concrete, grass, trees, bare-soil, and
asphalt-road. A total of 5400 control points, from these classes, are selected
to perform the evaluation of the ANNs-based classi�er and for the change
detection approach. Table 1 gives the distribution of control points among
the classes of interest and the color information for identifying each class in
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Figure 1: Change detection approach.

a color map.
The main changes on the ground were determined using the classes of

interest over the images { see Table 1. The main transitions on the ground
which contain the classes of interest are exhibited in Table 2. These changes
in the land cover are used to evaluate the proposed method.

2.2. Feature Selection (B)
The feature selection used by the ANN classi�cation method was per-

formed by GLCM and statistical analysis. The GLCM is a two dimensional
matrix used to calculate the texture attributes of an object in an image [11].
The texture attributes can describe objects de�ned as the variation of the
gray level combination existing in an image. The variations of the gray level
combination are computed along the direction with angles 0�, 45�, 90� and
135�. Thus for each texture attribute there are 4 values, one for each angle.
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Figure 2: Registered remotely sensed images used in this work. In (A) the
image captured by QuickBird in 2003. In (B) the image captured by Geoeye
in 2014.

Table 1: In the table are reported the classes of interest, number of control
points, number of elements chosen for the ANN training and identi�cation
color.

Classes of Interest # Control Points(Pixels) # for training(Pixels) Color

Herb 2160 60 Green

Concrete 540 60 Blue

Grass 540 60 Red

Trees 540 60 Yellow

Asphalt Road 1080 60 Purple

Bare-Soil 540 60 Pink

Total 5700 360

The most used texture attributes in the scienti�c community are:

Energy =
n�1X

i=0

m�1X

j=0

P (i; j)2

Contrast =
n�1X

i=0

m�1X

j=0

P (i; j) � (i� j)2

Homogeneity =
n�1X

i=0

m�1X

j=0

P (i; j)
1 + (i� j)2

where n is the image width, m is the image height, and P (i; j) is the pixel
value at position (i; j).



Table 2: Land-cover class transition used to evaluate the proposed method.

Class change Amount (Pixels)

Herb ! Concrete 540

Herb ! Grass 540

Herb ! Trees 540

Herb ! Bare-soil 540

Asphalt-road ! Asphalt-road 540

Total 2700

The statistical parameters (average � and standard deviation �) were
computed by:

� =
n�1X

i=0

m�1X

j=0

P (i; j)
(n �m)

;

� =

vuuut

n�1P

i=0

m�1P

j=0
(P (i; j)� �)2

(n �m)� 1
:

Statistical parameters and texture attributes were calculated based on a
pixel and its eight neighbor pixels. The steps for the feature selection are:
(i) 60 elements are randomly selected from the control points of each class
of interest, (ii) � and � are computed for each band { this step provides 6
features for each element, (iii) images are converted into gray-level images,
(iv) texture attributes are computed using the GLCM { this step produces
12 features for each element. Therefore, each input pattern is characterized
by 18 features.

2.3. Neural Classi�ers (C)
The ANN is a mathematical model, inspired by the human brain, de-

signed to replicate brain behavior to solve particular problems. The ANN
can be implemented in software or in hardware [7].

2.3.1. Multilayer Perceptron
The MLP is a feed-forward ANN widely used for solving linearly non-

separable problems, and widely applied in classi�cation problems [2]. Its ar-
chitecture has three main features: (1) one input layer with non-computational



neurons, receiving the stimulus (data) from the environment; (2) one or more
hidden layers composed by computational neurons; (3) one output layer with
computational neurons. The computational neuron has a non linear activa-
tion function where di�erent functions can be used.

The error back-propagation algorithm is the most used for the training
phase [7]. The training phase consists of an iterative adjustment of the
MLP weights, the connections between neurons. The generalized delta rule:
�w(n + 1) = ��w(n) + ��(n)y(n) is a well known strategy for updating
the weights for this algorithm [7]. In the generalized delta rule � is the
momentum value, � is the learning rate value, �(n) is the gradient of the
square di�erence between the ANN output and the target and �nally y(n)
is the output produced by the MLP.

An additional research question involving the MLP is the determination
of the best architecture to solve a speci�c problem. A common method for
determining the MLP architecture is the trial and error approach. However,
this issue can be addressed formulating the problem as one of optimization.
Metaheuristics can be employed to solve optimization problems. The Mul-
tiple Particle Collision Algorithm (MPCA) has been applied to determine
automatically the MLP architecture [10]. Applying the MPCA, the MLP
architecture was identi�ed with: 18 input neurons, 22 neurons in the hidden
layer and 6 output neurons. The selected activation function chosen is the
hyperbolic tangent function, � = 0:92, and � = 0:85.

2.3.2. Radial Basis Function
The RBF ANN is able to model complex mapping and solve classi�cation

problems [7]. The RBF architecture consists of: (1) one input layer of non-
computational neurons; (2) one, and just one, hidden layer of computational
neurons implementing the radial basis activation function; (3) one output
layer with computational neurons having a linear activation function. The
output layer of a RBF performs a weighted sum of the hidden layer outputs.

The most used radial basis function is the Gaussian function:

G(d) =
�

1
2��2

�1=2
e�d2=(2�2) : (1)

However, other radial basis functions can be implemented. The Tsallis dis-
tribution, derived in the context of non-extensive thermodynamics, can be
used. A fundamental issue in the Tsallis generalized thermo-statistics is the
non-extensivity parameter q [8].

The Tsallis distribution has been applied in the RBF and is named non-
extensibleRBF (NE-RBF) [9]. The expressions for the Tsallis distribution



is given by:

For q > 1: pq(d) =
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For equations 1, 2, 3: d = kx� �k, where � is the centroid position and
x is the input data. � = dmax=

p
2n, where dmax is the maximum distance

among the centroids.
The RBF training consists of determining the parameters � and also the

weight values between the hidden layer and the output layer. The K-Means
algorithm was used to determine the parameter �. In addition, the solution
of the linear system W = A�1 � Yd, was used for computing the weight
matrix W , being A the matrix with the output values from the hidden layer
and Yd the matrix with the desired output values.

The RBF and the NE-RBF architectures were determined by varying
the number of centroids (number of hidden neurons), and by varying the
q parameter in the case of NE-RBF. The Gaussian RBF (or only RBF)
architecture uses 18 input neurons, 60 centroids (or hidden layers), 6 output
neurons. The NE-RBF architecture uses 18 input neurons, 60 centroids (or
hidden layers), 6 output neurons, q = 1:5 { see Eq. (2).

2.3.3. Self-organizing Map
A SOM consists of a set of neurons organized on 2 dimensional grids, each

neuron is a n-dimensional weight vector, where n is equal to the dimension
of the input patterns [7]. In a SOM, adjacent neurons are connected and set
the map topology which can be hexagonal or rectangular.

The SOM training algorithm modi�es the values of the weight vector.
The SOM training can be sequential or in batch. In the sequential training,
the patterns are given to the neural network at each new input and the
algorithm modi�es the weight vectors. In the batch training, the data set is
given to the SOM as whole (one epoch) and the adjustment in the weight
vector is performed after each epoch.

In this work, the SOM neural network was implemented using sequential
training. The SOM architecture was determined changing the amount of
neurons in the grid and the topology. The �nal SOM con�guration was



256 neurons distributed in a 16 � 16 grid with a hexagonal topology. The
dimension of the input patterns is 18, equal to the number of features used
to identify each pattern.

2.4. Classi�cation Decision
The classi�cation decision is performed comparing the color maps pro-

duced from the image classi�cation by the ANNs. The ANN classi�cation
generates color maps, following the color information expressed in Table 1.
The �rst step is then to classify the two available images. The classi�cation
results can be visualized in the form of two color maps, one for each clas-
si�ed image, following the color scheme presented in Table 1. The system
detects the land-cover change by comparing the occurrence of color change
in both color maps.

3. Results
For the evaluation of the results 5400 control points were used. Of these

total control points, 2160 are from herb and 540 are from asphalt road.
These points were selected from the Casalvieri 2003 image. The other 2700
control points are equally distributed in the classes concrete, grass, trees, as-
phalt road and bare-soil. These control points were taken from the Casalvieri
2014 image.

The evaluation of the method presented consists in assessing the perfor-
mance of the proposed classi�er and in the analysis of the change detection
results.

In regard to the classi�er, the evaluation was conducted using 5400 con-
trol points. A confusion matrix was used as a metric to evaluate the results.

In regard to the evaluation of the change detection results, 2700 class
changes were used. For this purpose three di�erent metrics have been used:

1. Positive Reliability for Change (PRC, [%]), PRC = TPc
TPc+FNc

� 100,
where TPc (True Positive for Change) is the amount of changes cor-
rectly detected and FNc (False Negative for Change) is the amount of
changes detected incorrectly;

2. Positive Reliability for Non-change (PRN, [%]), PRN = TPn
TPn +FNn

�
100, where TPn (True Positive for Non-change) is the amount of non-
changes correctly detected and FNn (False Negative for Non-change)
is the amount of non-changes incorrectly detected;

3. Total Success Rate (TSR, [%]), TSR = PRC+PRN
2 .



Tables 3, 4, 5, and 6 show the confusion matrices for the classi�cation
results using SOM, MLP, RBF, and NE-RBF, respectively. The bottom-
right element of the matrices represents a global performance value of the
adopted classi�er.

Table 3: Confusion matrix for the control point classi�cation using SOM.

Predict
Herb Concrete Grass Trees Asphalt road Bare-soil Total

Herb 1970 0 0 36 154 0 91.2%
Concrete 0 502 1 1 36 0 93.0%

Grass 0 0 520 17 3 0 96.3%
Trees 1 0 9 515 15 0 95.4%

Asphalt-road 56 32 16 6 956 14 88.5%
Bare-soil 0 0 2 2 2 534 98.9%

Total 97.2% 94.0% 94.9% 89.3% 82.0% 97.4% 92.5%

Table 4: Confusion matrix for the control point classi�cation using MLP.

Predict
Herb Concrete Grass Trees Asphalt-road Bare-soil Total

Herb 2067 0 7 1 83 2 95.7%
Concrete 0 503 0 0 34 3 93.1%

Grass 0 0 512 14 14 0 94.8%
Trees 0 1 9 530 0 0 98.1%

Asphalt-road 46 64 8 0 942 20 87.2%
Bare-soil 0 3 0 1 3 533 98.7%

Total 97.8% 88.1% 95.5% 97.1% 87.5% 95.5% 94.2%

Table 5: Confusion matrix for the control point classi�cation using RBF.

Predict
Herb Concrete Grass Trees Asphalt-road Bare-soil Total

Herb 2071 1 0 11 77 0 95.9%
Concrete 0 457 0 0 82 1 84.6%

Grass 0 0 531 6 3 0 98.3%
Trees 1 6 13 508 12 0 94.1%

Asphalt-road 32 10 0 4 1014 20 93.9%
Bare-soil 0 0 0 1 0 539 99.8%

Total 98.4% 96.4% 97.6% 95.8% 85.4% 96.3% 94.8%



Table 6: Confusion matrix for the control point classi�cation using NE-
RBF.

Predict
Herb Concrete Grass Trees Asphalt-road Bare-soil Total

Herb 2063 0 0 0 96 1 95.5%
Concrete 0 453 0 0 87 0 83.9%

Grass 0 0 531 6 3 0 98.3%
Trees 14 0 15 504 7 0 93.3%

Asphalt-road 28 10 0 6 1018 18 94.3%
Bare-soil 0 0 0 1 0 539 99.8%

Total 98.0% 97.8% 97.3% 97.5% 84.1% 96.6% 94.6%

Table 7 presents the results of the three evaluation metrics (PRC, PRN ,
and TSR) used to evaluate the ANNs with respect to change detection.

Table 7: Value of metrics PRC, PRN and TSR used to evaluate the ANNs
with respect to change detection.

PRC PRN TSR
SOM 87.45% 80.74% 84.10%
MLP 91.99% 78.15% 85.07%
RBF 90.23% 91.48% 90.86%

NE-RBF 89.49% 92.22% 90.86%

4. Conclusions
Figure 3 depicts the result of the classi�cation performed by RBF in the

two satellite images from Casalvieri at the two time points.
Figure 4 exhibits the result of change detection by comparing the color

maps. The green points are the correct changes detected and the red points
are the incorrect changes detected.

The algorithms and methodology proposed in this paper show encour-
aging results for automatic land-cover change detection using the Post-
Classi�cation Comparison. The experimental results show that ANNs are
suitable to treat the classi�cation problem, considering unsupervised and
supervised strategies. This can be observed from the index obtained from
the confusion matrix, above of 92:0% for all neural classi�ers. The cor-
rectness of the change detection depends greatly on the performance of the
classi�er. The RBF and NE-RBF give a TSR of 90:86%. Those results
show that all ANNs used in this research, mainly RBF and NE-RBF, are



Figure 3: In (A.1) the Casalvieri 2003 color map from the classi�cation
results obtained by RBF. In (A.2) the Casalvieri 2014 color map from the
classi�cation results obtained by RBF.

Figure 4: The green points are the correct changes detected and the red
points are the incorrect changes detected.

suitable for land-cover change detection by Post-Classi�cation Comparison.
The NE-RB is a new approach for supervised ANN. Our results extend the
application of the NE-RBF neural network.
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