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1. Introduction

Motion segmentation is one of the most important
steps in any motion-related applications because it
delimits the regions of interest to the next phases. It
have been studied extensively in the last years but it
remains a difficult problem [1]. There are some basic
approaches to deal with the problem as the compari-
son of consecutive frames or the modeling of a back-
ground model and compute the symmetrical differ-
ence between this model and the current frame. Op-
tical flow can also be used to segment the moving ar-
eas [2]. In this work, we propose a novel algorithm to
motion segmentation based on the background sub-
traction approach [3]. We estimate the background
model of a video sequence using the contours of the
objects in the frames instead of intensity of the pix-
els. Our technique has a good detection rate and it
is more robust to false-positives when compared to
other classical algorithms.

2. The method

The algorithm receives as input a gray-scale video
sequence and saves an output binary video sequence
(containing the foreground-background mask). For
each frame of the input video sequence, the following
steps are executed:

Background modeling: the countours of the
current frame are calculated using the external mor-
phological gradient. The background model is esti-
mated applying the median of the contours of the
last m frames. Assuming that I = [i —m + 1,1]
when i —m+1>1and I = [1,7] when i < m, f7 is
the set of frames in the interval I, bck; is the back-
ground estimated in the frame i, we can define the
background model as: bck; = Median(grad®®(fr)),
where grad®*(f;) is the external morphological gra-
dient operator using the structuring element r ap-
plied in the set of frames f;.

Moving objects detection: we can calculate the
contours of objects in the current frame by applying

71

the external morphological gradient operator. Ob-
jects that moved in the video sequence have differ-
ent contours from those in the background scene.
Subtracting the contours that appear in the back-
ground model from the complete set of contours of
the current frame, we obtain the contours of the tar-
get objects: fe; = grad®®(f;) — bck;, where f; is
the current frame, fe; is the contours image of the
current moving objects and the sign — is the mor-
phological subtraction.

Noise filtering: the result of the last step is
filtered using morphological operators to eliminate
noise. Firstly, a volume filter that eliminates basins
or peaks with volume less than a specified parameter
is applied. Then, a contrast volume, that eliminates
basins or peaks with contrast less than a specified
parameter is applied. Finally, an opening by re-
construction top-hat operator is applied to extract
just the peaks areas of the image. All morphological
operators used are connected. Connected operators
are suitable to eliminate unimportant contours in the
image while preserving the significant ones and with-
out creating new ones. This step can be formalized
as: fr; = MF(fe;), where fr; is the result image and
MF corresponds to the morphological filters applied
in this step.

Temporal coherence heuristic: the filtered im-

age is converted to a binary using a trivial thresh-
old (h 1). In low-quality videos, some edges
that do not belong to objects could be in this re-
sult. To keep just the edges of the target objects in
the results, we apply a temporal coherence heuris-
tic. Contours are usually in the same position in
two consecutive frames. So, dilating the edges of
the binary image in the last 2 frames and inter-
secting this dilated edges with the actual result,
just edges that are approximately in the same po-
sition in the last frames are kept in the final result:
Sfti = bw; A (bw;—1 ®c) A (bw;—2 D), where bw; is the
binary image of the frame i, A is the intersection op-
erator, @ is the dilation operator, c is the structuring
element used in the dilation, a flat, circle with radius
3 and ft; is the final result added to the output video
sequence.

The steps of the algorithm can be followed in Fig-
ure 1.
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(a) Original Frame.

c) Contours of the Target
g
Objects.

(d) Final result.

Figure 1. Steps of the algorithm, frame 215 of the
sequence Fight_OneManDown of the CAVIAR Project
(http://homepages.inf.ed.ac.uk/rbf/CAVIAR).

3. Results

The current work is implemented in MATLAB and
it uses the MMACH Morphology Toolbox (http:
//www.mmorph.com). To compare our results, some
classical motion segmentation algorithms were im-
plemented in the same platform. The algorithms
were implemented according to [4] and they are:
2 (DIF2) and 3-frames temporal differentiation
(DIF3), background subtraction using the mean
(BSME), median (BSMD), median of the last frames
(BSMDF), a gaussian model (GS) and W* (W4). All
the tested videos have a ground-truth for all frames
delimiting the targets by bounding boxes. We draw
a bounding box in each connected component of the
results. The bounding boxes of the results are com-
pared to the bounding boxes of the ground-truth.
Each pixel can be classified as true positive (TP) -
belongs to the target bounding boxes in the ground-
truth and in the results; true negatives (TN) - be-
longs to the background in the ground-truth and in
the results; false positive (FP) - belongs to the back-
ground in the ground-truth and in the target in the
results and false negative (FN) - belongs to the tar-
get in the ground-truth and in the background in the
results.

The  Percentage of Correct Classification
(PCC) can be defined using these measure-
ments (%)[5]. Another performance
number is the Detection Rate (DR) that measures
the percentual of target detection in the results. If
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the overlap between the ground-truth bounding box
and the results bounding box is over 20%, the target
is considered detected. Table 1 shows the mean of
these two performance numbers calculated in each
frame of 45 video sequences of CAVIAR Project
(excluding the training period).

Table 1. Performance numbers of motion segmentation
algorithms.

Algorithm PCC DR
DIF2 97.04%  40.75%
DIF3 97.03% 37.91%
BSME 96.15%  95.06%
BSMD 96.92%  94.74%
BSMDF 98.26%  88.26%
GM 98.00%  80.50%
W4 96.94%  86.78%
Morph.Gradient-Based  98.36%  93.45%

4. Conclusion and future work

In this work, we present some results of a morpholog-
ical gradient-based motion segmentation algorithm.
The algorithm were tested in many videos of a pub-
lic dataset and it showed a good overall performance.
We are planning to obtain the total shape of the tar-
get objects (instead of only the contours) by using
some post-processing steps.
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