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ABSTRACT

The daily cycle of precipitation (DCP) in the austral autumn on the northern coast of Brazil (NCB) is

examined in detail. The Tropical Rainfall Measuring Mission 3B42 dataset was used to obtain the DCP, and

the intradaily variability was measured using the coefficient of variation (CV). The DCP data of the NCB

were grouped into five regimes. A new regime was found, called the shore regime. It has a minimum CV, and

its cycle shows both continental (late afternoon peak) and oceanic features (morning peak). The landside

coastal regime was divided into two areas: a continental coast regime, with very high CV, and an inland coast

regime, with clear inland phase propagation. The continental regime was divided into two categories: an

inland regime with low and high variability. The Forecast and Tracking of the Evolution of Cloud Clusters

(ForTraCC) data were used to relate convective systems (CS) and their processes to the DCP. The following

processes are studied for the CS: initiation/dissipation, merge/split, area increase/reduction, and advection.

Initiation is more concentrated in time, while dissipation is more distributed. Physical mechanisms that

generate initiation can promote area expansion and hence CS merge. By considering a simple parameter-

ization, the time scale of the CS area reduction under environmental conditions that are unfavorable to

initiation ranges from 6 to 12 h. Therefore, there is upscaling of the CS in the afternoon and slow decay during

the night and morning, which leads to a more uniform cycle inland.

1. Introduction

The daily cycle is a fundamental cycle in the pre-

cipitation time series when the data are spaced over

a range of hours (e.g., hourly precipitation time series).

From the daily cycle of precipitation (DCP), it is possible

to know the preferred time of the occurrence and ab-

sence of rain, which is useful information for weather

forecasting. The DCP features result from specific

physical and/or dynamic mechanisms. Both the DCP

features (at global and regional levels) and their forcing

mechanisms have been extensively studied in the liter-

ature (e.g., Janowiak et al. 2005; Bowman et al. 2005;

Yang and Smith 2006; Kikuchi and Wang 2008, herein-

after KW08).

In general, the maximum precipitation time depends

on the underlying surface involved, whether it is land or

ocean. Over land, the diurnal solar heating induces at-

mospheric instability at the lower levels, which favors

the initiation of convective clouds (shallow or deep);

therefore, a late afternoon or early evening precipitation

maximum is expected. Over the ocean, precipitation

generally peaks during the early morning. The different

behavior between land and ocean has been noted by

many studies using different data sources, such as rain

gauge data (Gray and Jacobson 1977; Kousky 1980;

Cutrim et al. 2000; Jeong et al. 2011) and satellite-based

data (Garreaud and Wallace 1997; Yang and Slingo

2001; Nesbitt and Zipser 2003; Bowman et al. 2005; Silva

2013).

In tropical regions, the DCP can be grouped into four

regimes according to KW08: continental, oceanic, sea-

side coastal, and landside coastal. The DCP of the con-

tinental regime has a high amplitude and late afternoon

Corresponding author address: Sheila Santana de Barros Brito,

Avenida dos Astronautas, 1758, Bairro Jardim da Granja, 12.227-

010, São José dos Campos, SP, Brazil.
E-mail: sheilasbarros@gmail.com

NOVEMBER 2014 BR I TO AND OYAMA 2481

DOI: 10.1175/JAMC-D-14-0029.1

� 2014 American Meteorological Society

mailto:sheilasbarros@gmail.com


maximum (1500–1800 LST), whereas the oceanic re-

gime has a moderate amplitude and early morning

maximum (0600–0900 LST). Coastal regimes occur over

the interface between land and ocean. On the landside,

the DCP has very high amplitude and there is clear in-

land phase propagation; on the seaside, the DCP has

relatively high amplitude and there is the possibility of

offshore phase propagation.

For the northern coast of Brazil (NCB), using rain

gauge data (1961–70), Kousky (1980) found that the rate

of precipitation depends on the distance from the

coastline and the time of day. For example, there is

maximum precipitation over the landside coast in the

nighttime (2100–0900 LST), and during the daytime,

maximum precipitation occurs (1500–2100 LST) over

inland regions 100–300 km away from the coast. The

nocturnal peak over the coast would be associated with

the land breeze process, whereas the inland maximum,

especially in the afternoon, would be associated with

local convection and inland propagation of coastal

squall lines (Cohen et al. 1995).

Janowiak et al. (2005) conducted a global study on

DCP and found interesting results for specific regions

like South America and, in particular, for the NCB.

They showed the existence of different DCP over NCB,

from lower to higher variability. The main reason for

the afternoon peak over the landside coast was most

likely the diurnal heating associated with the sea breeze.

The authors found that the maximum precipitation in-

land propagation produced a nocturnal maximum over

areas 500 km away from the coast, ratifying Kousky

(1980). From the coast, these systems can reach the

Amazon basin in 2 days, according to March–May

averages.

Silva (2013) used harmonic analysis to study the DCP

over NCB and found that the first two harmonics to-

gether explained 60%–90% of the total daily pre-

cipitation variance. This indicates that the principal

variability modes of the DCP are daily (24 h) and

semidaily (12 h) cycles. Furthermore, the results indicate

that there are no changes in the timing and location

of the maximum precipitation from one season (e.g.,

January–April) to another (e.g., May–August).

Themotivation of this work is the existence of areas in

the NCB whose DCP does not fit the regimes proposed

by theKW08. For example, the region over theAlcântara

Launch Center (ALC; ;2.58S, ;458W) would have a

landside coastal regime based on the KW08. However,

the DCP in the ALC during austral autumn [March–

May (MAM)] is fairly uniform, that is, the amplitude is

much lower than that expected for the landside coastal

regime (Barros 2008). Therefore, taking the regimes

defined by the KW08 as a first guess, this work aims at

clustering the DCP found over the NCB in a more de-

tailed way. To do this, a simple metric, the coefficient of

variation (CV), is used as the main measure of intradaily

variability.

As mentioned earlier, the DCP features are un-

derstood as resulting from physical and/or dynamic

mechanisms. However, the action of a specific mecha-

nism cannot be directly associated with precipitation

occurrence because (from the processes sequence

perspective) convective systems (CS), which are the

main precipitation systems in the tropical region

(Velasco and Fritsch 1987; Houze 1993; Wallace and

Hobbs 2006; Vila et al. 2008), are the link between

mechanisms and precipitation. This distinction is subtle

but important because the connection between physi-

cal and/or dynamic processes with the life cycle of CS

(such as initiation/dissipation, increase/decrease in

area, and merge/split) is much more direct. In this

work, not only are the variables directly related to

precipitation (such as CV, amplitude, and phase) used

but also those representing the action and life cycle of

CS are used. The CS-related variables are computed

from the output of a CS-tracking algorithm known as

the Forecast and Tracking of the Evolution of Cloud

Clusters (ForTraCC; Vila et al. 2008) and are analyzed

in the various DCP regimes. This type of analysis ap-

proximates CS studies (e.g., Garreaud and Wallace

1997; Machado et al. 1998; Laurent et al. 2002; Barbosa

et al. 2006; Gonçalves 2013) to DCP studies (e.g.,

Janowiak et al. 2005, KW08). Furthermore, this allows

for singling out the main processes of the CS life cycle

that shapes the DCP as well as for a discussion on the

physical and/or dynamic mechanisms associated with

these processes.

This work is organized as follows: The data used are

described in section 2. The methods are presented in

section 3. The results of the DCP regimes over the NCB

using precipitation data (rainfall estimates) are shown

in section 4. The daily cycle of CS occurrence for the

various regimes using ForTraCC outputs is found in

section 5, and the concluding remarks are given in

section 6.

2. Data

a. Precipitation

Precipitation estimates from version 6 of the Tropical

Rainfall Measuring Mission (TRMM) 3B42 data prod-

uct are used. The dataset is based on infrared and mi-

crowave sensors as well as radiometers. The technique is

called TRMM Multisatellite Precipitation Analysis

(TMPA) (Huffman et al. 2007). The time period was
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from 1 January 1998 to 31 March 2010. The spatial res-

olution was 0.258 3 0.258, and temporal resolution was

3 h. The TRMM data refer to the average precipitation

rate on a 3-h interval centered at the following times:

0000, 0300, 0600, . . . , 2100 UTC. The data were avail-

able from 508N to 508S and for all longitudes.

A preliminary comparison between TRMM and in

situ, collected data was carried out by Brito (2013) for

several meteorological stations within NCB. The results

showed that the TRMM 3B42 data underestimate the

precipitation magnitude but the DCP phase is well re-

presented. The latter result is in line with regional vali-

dation studies of the TRMM 3B42 data (e.g., Zhou et al.

2008), which show that the phase bias reported by sev-

eral authors (Janowiak et al. 2005; KW08; Sapiano and

Arkin 2009) might not be found on a regional level.

Therefore, the TRMMdata would be useful to study the

DCP of the NCB.

b. Convective systems

The output of the ForTraCC algorithm for the period

between June 2004 and April 2011 is used. ForTraCC

identifies and tracks the CS through its life cycle. The

first version of ForTraCC was developed by Machado

et al. (1998), and the final version, which is currently

operational at Centro de Previsão de Tempo e Estudos
Climáticos/Instituto Nacional de Pesquisas Espaciais
(CPTEC/INPE), was coded and validated by Vila et al.

(2008). The method uses brightness temperature from

the Geostationary Operational Environmental Satellite

as input. The CS are detected using a threshold of 235K,

and 210K is used to define the convective cells. The

tracking is based on area superposition (.150 pixels or

2400 km2) on successive images. The CS split and

merge are also considered by the algorithm.

3. Methods

a. Daily cycle of precipitation

The daily average rainfall is computed as x5�i5n
i51xi=n,

where n 5 8 and i 5 1, which corresponds to 0000 UTC,

i 5 2 corresponds to 0300 UTC, and so on; x refers to

the TRMM precipitation data. The standard deviation

s and coefficient of variation CV are calculated using the

following expressions:

s5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�
i5n

i51

(xi 2 x)2

n2 1

vuuut
and CV5 100

s

x
, (1)

where high (low) CV value is related to higher (lower)

DCP variability.

b. Uniformity of the DCP

The concept of a confidence interval for a population

proportion is used to evaluate the DCP uniformity

(Spiegel 1978). For theoretical purposes, a uniformDCP

would correspond to the following probability density

function:

f (x)5

�
1/8, x5 1, 2, . . . , 7, 8

0, otherwise
. (2)

It follows that�i58
i51f (i)5 1. The goal is to obtain a range

for f(x) for which the series can be considered uniform

(at a certain level of confidence).

The sample size n is the number of days used to obtain

the DCP. In austral autumn (MAM), 12 yr of data cor-

respond to 1080 days (90 days 3 12 yr). According to

Spiegel (1978), to apply the confidence interval for the

ratio p 5 1/8, two conditions must be met: np $ 5 and

n(12 p)$ 5. Because np5 1080/85 135$ 5 and n(12
p) 5 1080(1 2 1/8) 5 1080 3 7/8 5 945 $ 5, the two

conditions are met. Therefore, the confidence interval at

a (1 2 a) confidence level is p 6 e0, where

e05 za/2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p(12 p)

n

r
, (3)

and za/2 is the tabulated value for the normal distribution.

ByEq. (3), the value of e0 at a significance level of 1% is

0.25964. Therefore, the confidence interval for a uniform

DCP is (1/8 1 0.259 64; 1/8 2 0.259 64). We consider

a simpleDCP that consists of the first harmonic with a null

phase added to the mean, that is, yt 5 y1A sin(2pt/T),

where y is the series mean,A is amplitude,T is the period,

and the variance s2 and standard deviation s of yt are

s2 5A2/2 and s5
ffiffiffiffi
s2

p
5 (

ffiffiffi
2

p
/2)A (Wilks 2006). TheCV is

CV5 (
ffiffiffi
2

p
/2)(A/y). While a uniform DCP has a variation

given by 1/82 e0 # 1/8# 1/81 e0, the simple DCP has

a variation given by y2A# y# y1A. The latter could

be rewritten as

y2A# y# y1A012
A

y
# 1# 11

A

y

0
1

8
2

A

8y
#
1

8
#

1

8
1

A

8y
. (4)

Therefore, the simple DCP can be regarded as uniform

if e0 $A/8y. If e0 5A/8y, we obtain the following

e05
A

8y
5

1

8

A

y
5

1

8

2ffiffiffi
2

p
ffiffiffi
2

p

2

A

y|fflffl{zfflffl}
CV

, (5)

and then
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e05
1

8

2ffiffiffi
2

p CV0CV5 4
ffiffiffi
2

p
e0 , (6)

using the e0 value from Eq. (3) in Eq. (6),

CV5 4
ffiffiffi
2

p
3 0:259 640CV’ 15%. Therefore, the CV

values between 0% and 15% indicate regions with

a uniform DCP.

The DCP is defined here as quasi uniform if the am-

plitude (maximum minus minimum) is not greater than

the average. Applying this definition to the simple DCP,

we have y2A$ (1/2)y. Using Eq. (5), it follows that

y2
1

2
y$A0y

�
12

1

2

�
$A0

ffiffiffi
2

p

2

A

y

#

ffiffiffi
2

p

2

1

2
0CV#

ffiffiffi
2

p

4
ffi 35%. (7)

Therefore, the range 15% , CV # 35% indicates re-

gions with a quasi-uniform DCP. Figure 1 summarizes

the thresholds based on the CV to delimit regions with

a uniform daily cycle (CV# 15%), a quasi-uniform daily

cycle (15%,CV# 35%), and a nonuniform daily cycle

(CV . 35%).

The harmonic analysis used to study DCP is based on

Wilks (2006). The amplitude, phase, and fraction of

variance for each harmonic are calculated.

c. Daily cycle of convective systems

All of the CS detected by ForTraCC from the initial

position belonging to a region between latitudes 32.6258
and 12.8758N and longitudes 82.6258 and 27.1258W were

selected. The area encompasses the entire continent of

Brazil. A larger area (than the NCB) is used to avoid the

problemof edge. SpuriousCS are excluded by a filter. The

filter is performed according to the average propagation

speed of the system calculated by the distance (from the

starting to the ending position) and the system duration.

The CS that occur in austral autumn between 2005

and 2010 are listed in time order for every 15min. Sys-

tems occurring 1.5 h before and 1.5 h after the following

times (0000, 0300, 0600, . . . , 2100 UTC) were selected.

To quantify the occurrence of the CS, two variables were

used: frequency (FREQ) and convective area fraction

(FRAC). For a horizontal area of 2.58 3 2.58, during a

3-h time interval, the FREQ is the monthly average

number of CS that affects the area; the FRAC is the

average area fraction covered by CS.

Figure 2 illustrates the processes of the CS life cycle

according to the ForTraCC data. It can represent an area

of 2.58 3 2.58 for 1500 UTC, for example. This means that

all of the CS present between 1330 and 1630 UTC are

plotted. In the example, four systems started by sponta-

neous generation (red), three systems ended by merge

(yellow), and four systems formed by split (green).

The FREQ and FRAC are obtained for the following

four CS processes:

1) initiation ( f initiation) corresponds to new or sponta-

neous generation systems by ForTraCC (first family

member),

2) dissipation ( f dissipation) corresponds to last family

members, in other words, the last time that CS is

observed by ForTraCC,

3) merge indicates systems that join each other to form

a single system, and

4) split indicates systems that are separated.

The intradaily variability of these features (CS occurrence,

initiation, dissipation, merge, and split) is evaluated by

calculating the CV.

FIG. 1. The CV thresholds for the uniform, quasi-uniform, and

nonuniform daily cycles.

FIG. 2. Schematic diagram illustrating the CS initiation.
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The FRAC temporal variations result from three

processes: CS net initiation (initiation minus dissipa-

tion), CS net area expansion (CS area increase minus

decrease), and zonal advection (because the CS propa-

gates zonally from east to west). Therefore,

Df 5 ( finitiation2 fdissipation)1 ( fsource 2 fsink)

1Dfadvection , (8)

where the first term is the temporal difference in the

FRAC (Df 5 ft 2 ft21), the second term is the gain (loss)

associated with the FRAC initiation (dissipation), the

third term is gain (loss) associated with a FRAC increase

(decrease), and the fourth term is a gain–loss associated

with CS zonal advection. Only the zonal component is

considered because the CS moves generally eastward

over the NCB, according to Machado et al. (1998).

The first right side term of Eq. (8) is obtained as

f initiation minus f dissipation. The third term is obtained as

follows:

Dfadvection 5
Dt

2Dx
juj(fi212 fi11) . (9)

In this expression, Dt 5 3 h, Dx 5 0:58, and juj ’
8m s21 ’ 0:268h21; an estimation to (Dt/2Dx)juj is

(Dt/2Dx)juj’ (33 0:26)/(23 0:25) ffi 1:5. This value is

regarded as constant for simplicity. The second term

is calculated as residue:

( fsource 2 fsink)5Df 2 ( finitiation2 fdissipation)

2Dfadvection . (10)

To evaluate the terms of the net area expansion, the area

increase fsource is parameterized as a function of the CS

initiation:

fsource 5aDtf initiation , (11)

where a is a tuning parameter (also considered constant

for simplicity). The area reduction ( fsink) is therefore

calculated as residue:

fsink 5Df 2 ( finitiation 2 fdissipation)2Dfadvection2 fsource .

(12)

A simple way to represent the CS area reduction is to

consider the FRAC exponential decay when there are

no atmospheric mechanisms favorable to the FRAC

increase:

df

dt
52

f

t
. (13)

In this expression t is an e-folding time parameter,

a time scale measure of the decay process. An estimate

of this parameter can be obtained from the following

expression:

t5
Dtft21

fsink
. (14)

4. Daily cycle of precipitation

a. Intradaily variability

The DCP over tropical South America in austral au-

tumn is shown in Fig. 3. A sharp precipitation increase

takes place on the continent during midafternoon

(1800UTC) over two regions: the landside coast (region I)

and central Amazonia (region III). For both regions, this

increase would be the result of diurnal heating forcing and,

for region I, also due to sea breeze circulation (Janowiak

et al. 2005). Between regions I and III, there is a belt

of local precipitation minima (region II). Until evening

(2100 UTC), the precipitation continues increasing over

regions I and III, and the precipitation maxima propagate

slightly westward. During the night and morning (from

0000 until 1200 UTC), the precipitation decreases, and the

afternoon precipitation maximum over region I pro-

gressively weakens while propagating inland toward re-

gion III. The inland propagation of the precipitation

maximum from the landside coast is known as phase

propagation (Rickenbach 2004; KW08), and it resembles

the inland propagation of squall lines (Alcântara et al.

2011). At midday (1500 UTC), the weak precipitation

maximum over central Amazonia, which could be traced

back to the landside coast maximum from the previous

afternoon, is the preferential area for precipitation re-

intensification in the following afternoon hours; therefore,

region III is also referred to as a reintensification region.

Over the seaside coast, the precipitation slowly increases

during the late night and morning (from 0600 to

1200 UTC) and then decreases during the early after-

noon (from 1500 to 1800 UTC). This behavior is a result

of land breeze circulation (Kousky 1980; Teixeira 2008).

Over oceanic areas far from the coast, precipitation is

mostly constant throughout the day.

The intradaily variability over tropical South Amer-

ica, measured by the CV, is shown in Fig. 4. To focus

on humid lowland tropical regions, areas with aver-

age precipitation below 0.1mmh21 (e.g., the driest

portions of Northeast Brazil) or heights above 500m are

filtered out.

Initially, the intradaily variability shows maximum

values over the landside coast and decreases both
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FIG. 3. Daily cycle of precipitation (mmh21) over tropical South America in austral autumn considering the

TRMM data from 1 Jan 1998 until 31 Mar 2010: (a)–(h) 0000–2100 UTC in 3-h increments.
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offshore and inland. Over the ocean, the variability is

low–moderate (nonuniform cycle) along the seaside coast

and decreases offshore to become very low (uniform

cycle). For the continent, the variability is very high over

the landside coast (region I) and decreases inland to a

low level (quasi-uniform cycle). This general pattern re-

sembles the location of theDCP regimes of theKW08 for

tropical SouthAmerica (Fig. 10 ofKW08). For the ocean,

the two regimes of KW08 (oceanic and seaside coastal

regimes) are suitable to group the different intradaily

variability features. For the continent, the two regimes of

the KW08 (continental and landside coastal regimes) are

able to represent the general pattern of intradaily vari-

ability, but some important regional details are not dis-

cerned by them. Therefore, new regimes for the continent

are proposed here.

The minimum CV values are found between the sea-

side and landside coast, over a narrow strip (width of

;18) along the shore between 508 and 408W. Therefore,

over this strip, the transition of the variability (from

ocean to land) is not monotonic, but passes through

a minimum of CV. This behavior is regarded as a new

regime—the shore regime—and it was noticed pre-

viously for specific locations, such as the ALC (Barros

2008). To illustrate the features of the shore regime, the

DCP of specific locations is shown in Fig. 5a. From A to

C, the cycle changes from uniform to quasi uniform, as

the maximum at 1200 UTC becomes more pronounced.

Point D corresponds to the shore regime. The cycles

over C and D are similar, except at 2100 UTC when an

incipientmaximumoverD is found. Therefore, the cycle

over D may be viewed as a predominantly seaside

coastal cycle to which an incipient afternoon maximum

is added.

The landside coastal regime of the KW08 covers the

continental coastal area with high variability. Instead of

belonging to a single regime, the DCP features over this

area could be grouped in two distinct regimes: in the first

(the continental coast regime), which occurs over re-

gions closer to the shore, the variability was very high

(CV . 70%) and the maximum CV value was found; in

the second (the coast–inland regime), the variability was

high (50%,CV, 70%), the CV decreased inland, and

phase propagation took place. To illustrate the features

of these two regimes, the DCP of specific locations are

shown in Fig. 5b. Point A is over the landside coast

(region I) and represents the continental coast regime.

From A to D, there is phase propagation, maximum

decay, and the cycle changes from nonuniform to quasi

uniform. Point D is in region II, which is a region of low

variability that lies between regions I and III. Another

interesting feature is the minimum precipitation inland

increase: in A, it was almost zero, and from B to D, it

increased to approximately 0.3mmh21. The cycle over

B represents the coast–inland regime.

Far from the coast, core areas with moderate/high

variability (35% , CV , 70%) are embedded in the

large inland areas with low variability (CV , 35%).

These core areas are not randomly placed, but are or-

ganized as a belt parallel to the coast that corresponds to

region III. Therefore, instead of considering a single

continental regime, such as proposed by KW08, it would

be more precise to depict the regimes over the continent

as a sequence of alternating low (e.g., region II) and

moderate–high (e.g., region III) variability regimes.

The results from a harmonic analysis of DCP are

shown in Fig. 6. In general, over high intradaily variability

areas, the variance is dominated by the first harmonic

(Fig. 6a), and the first harmonic phase provides in-

formation about when the precipitationmaximum occurs

(Fig. 6b). The phase pattern clearly shows an inland

propagation of the maximum precipitation (phase prop-

agation). On the oceanic side, offshore phase propaga-

tion is found over the seaside coast of Ceará State, where
phase propagation related to the land-breeze coast is also
found from wind data at 1000hPa (D. C. Souza 2013,

personal communication; Teixeira 2008).

The vector and magnitude of the first harmonic phase

gradient are shown in Fig. 7. (Hereinafter the gradient

magnitude will be referred to as GRAD.) For the regions

where the first harmonic dominates, assuming that the

propagation of precipitation maxima and CS is related,

GRAD is inversely proportional to the CS propagation

velocity. Unrealistic low (high) velocities lead to high

(low) GRAD. Therefore, phase propagation is likely to

occur over regions with intermediate values of GRAD,

such as a few hours per degree. Under this criterion for

FIG. 4. Intradaily variability over tropical SouthAmericameasured

by the CV (%). Areas with an average precipitation, 0.1mmh21 or

heights . 500m are filtered out.
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FIG. 5. Daily cycle at specific locations: (a) the transition from the oceanic to the shore regime and

(b) the various continental regimes.
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the continent, the phase propagation generally lies be-

tween the westward to southward directions (southwest-

ward on average) and occurs over the landside coast

(region I) and the reintensification region (region III).

For the ocean, offshore phase propagation is found over

some seaside coastal areas (e.g., over the Ceará seaside
coast). In general, phase propagation is an important
feature over transition zones between eastern higher and
western lower variability regions.

b. Precipitation regimes

The occurrence of the DCP regimes proposed here

are shown in Fig. 8, and the identification criteria for

each regime are given in Table 1. For a given region, the

four inputs are surface type (land/ocean), (minimum)

distance to the coastline, CV, and first-order GRAD.

The output is one of the seven regimes or may be

‘‘undefined,’’ which means that the input information

does not meet the criteria for all regimes, and therefore

the region lies in a transition zone between the regimes.

Coastal regimes (types 2–4) occur within 28 from the

coastline. For the inland regimes (types 6 and 7), a dis-

tance greater than 78 from the coastline is needed. This

condition is based on the idea that inland regimes are

not directly influenced by phase propagation related to

the late afternoon precipitation maximum over the

landside coast; a threshold of 78 is approximately the

distance of the weak precipitation maximum at midday

(1500 UTC) in central Amazonia from the coastline

(Figs. 3f, 6b).

In the ocean, there is a large transition zone between

the oceanic (type 1) and seaside coastal (type 2) regimes.

Over this zone, offshore phase propagation could occur

(Fig. 6b). The KW08 considers that the transition zone

belongs to the seaside coastal regime, but here we re-

strict the type 2 regime to only the seaside coastal areas

with higher variability. The narrower extension of the

type 2 regime is consistent with the idea that the land

breeze is weaker than the sea breezemechanism (Kousky

1980; Teixeira 2008).

On the continent, the landside coastal regime of the

KW08 is divided into three areas: shore regime (type 3),

continental coast regime (type 4), and coast–inland re-

gime (type 5). The shore regime has the lowest variability

and its cycle presents both oceanic and continental fea-

tures. The continental coast regime is found over region I,

where the global precipitation maximum takes place,

variability is very high, and the precipitation minimum is

almost zero. In the coast–inland regime, clear phase

propagation takes place, variability decreases inland but

remains high, and the precipitation minimum increases.

The transition zone between type 5 and the inland re-

gimes corresponds to region II, where variability is low.

Phase propagation is also found over region II, but it is

not so clear because the first harmonic is dominant only in

some parts of the region.

In the continental interior, that is, far from the coast-

line, daily variability takes place in two distinct modes:

lower and higher variability inland regimes (types 6 and 7,

respectively). In type 7, phase propagation may occur

(Fig. 7); that is, phase propagation is a process that is

found not only over the coast–inland area but also inland.

Type 7 is found over region III (reintensification region).

There are differences between the TRMM algorithms

over oceanic and continental regions (Turk et al. 2008;

Sapiano and Arkin 2009). This indicates that there are

uncertainties related to the existence and location of the

FIG. 6. Results of the harmonic analysis: (a) the variance of the first

harmonic and (b) the first harmonic phase.

NOVEMBER 2014 BR I TO AND OYAMA 2489



type 3 regime because it is located along the transition

between the ocean and continent. This issue is amelio-

rated by the results of Brito (2013), who found that the

DCP is reasonably well reproduced by the TRMM 3B42

data (when compared with the DCP based on rain gauge

collected data) for several stations within NCB, in-

cluding few close to the shore (cf. section 2a). Further-

more, the usefulness of the TRMM3B42 data for coastal

FIG. 7. First harmonic phase gradient. The vectors indicate the direction, and the shades indicate magnitude [GRAD; h (8)21].

FIG. 8. Daily cycle regimes proposed to the NCB. The dashed lines indicate a distance of 28–78 to shore. Areas with heights above 500m,

rivers, and lakes are filtered out. The numbers in the color key refer to the regimes’ types given in Table 1: 1) oceanic regime, 2) seaside

coastal regime, 3) shore regime, 4) continental coast regime, 5) coast–inland regime, 6) low-variability inland regime, and 7) high-

variability inland regime.
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areas has been assumed for specific regions (e.g., Mao

and Wu 2012; for the Asian monsoon region) because

validation for all tropical coastal areas is not found. In

spite of these supporting aspects, the features of the type 3

regime should be further confirmed by using other

datasets.

The main effects of phase propagation on the DCP—

intradaily variability (CV) decrease and minimum pre-

cipitation increase (e.g., type 5 regime)—can be ob-

tained from the idealized representation shown in

Fig. 9a. It is assumed that the precipitation cycle is the

result of adding two functions: a cosine function that

represents the characteristic daily cycle over the conti-

nent (solid line), and aGaussian function that represents

the additional precipitation due to phase propagation

(dashed and dotted lines). When the Gaussian function

is centered at 1800 UTC (dashed line with squares), the

two maxima are added, the highest variability cycle is

found (CV 5 100%), and the cycle (as well as the CV

value) resembles the average cycle of the type 4 regime.

Inland phase propagation from the coast is represented

by Gaussian functions centered in the subsequent hours

(2100, 0000, 0300, and 0600 UTC) with decreasing am-

plitude. The resulting pattern is similar that the found in

Fig. 5b. Phase propagation leads to a bimodal cycle

(0600 UTC), and the CV decreases from 100% to 30%

(quasi-uniform cycle). The minimum precipitation in-

creases from 0300 UTC; for example, at 0600 UTC, the

minimum is similar to the maximum and resembles the

cycle found over region III.

The existence of a shore regime (type 3) with the

lowest variability (minimum CV) can be understood

from the idealized representation shown in Fig. 9b. It is

assumed that the precipitation cycle over the shore is the

weighted average of two functions: a cosine function

(solid line) that represents the daily cycle of type 2 (early

morning maximum and late afternoon minimum) and

a Gaussian function centered at late afternoon (dotted

line with dash) that represents the daily cycle of type 4.

By considering a weight of 75% for the cosine function

and 25% for theGaussian (line L1 in Fig. 9b), the CV is at

a minimum (19%), and the cycle is bimodal with similar

magnitude maxima values in the early morning (oceanic

feature) and late afternoon (continental feature)—this

resembles a type 3 average cycle.

5. Daily cycle of convective systems

a. Occurrence of convective systems

The daily cycle in the FRAC is shown in Fig. 10, and

the daily cycle of the FREQ is similar to the FRAC’s

(not shown). Both cycles are similar to the DCP (Fig. 3).

The temporal linear correlation between the pre-

cipitation and the FREQ–FRAC cycles is, in general,

high (r . 0.9, not shown), and the precipitation intra-

daily variability spatial pattern is accurately reproduced

by the FREQ–FRAC (Fig. 11, not shown to the FREQ).

However, the precipitation spatial pattern is better re-

produced by the FRAC. For instance, between 2100 and

0000 UTC, the precipitation maximum over the rein-

tensification region in central Amazonia (region III)

does appear in the FRAC field, but does not appear in

FREQ’s. In spite of these differences, the main features

of the DCP described previously are also found in the

FREQ and FRAC cycles.

The similarity between the daily cycles of precipita-

tion and the FREQ–FRAC is an important result be-

cause it proves that physical–dynamic mechanisms are

connected to precipitation through a CS occurrence.

This connection has usually been implicitly assumed

(e.g., Garreaud and Wallace 1997; Bowman et al. 2005;

Gonçalves 2013), and here it is explicitly shown. It also

indicates that CS-related processes shape the different

precipitation regimes.

b. Frequency of convective systems initiation,
dissipation, merge, and split

The daily cycle of frequency of the CS net initiation

(initiation minus decay) and net split (split minus

merge) are shown in Figs. 12 and 13, respectively. In

general, the frequency values for net initiation and net

split have the same order of magnitude of FREQ, but

opposite signs. At first order, the intradaily variability of

the net initiation is higher (lower) over the continent

(ocean), ratifying Gonçalves (2013).

TABLE 1. Identification criteria for each regime proposed to the NCB.

Type Regime Surface Distance from coast (8) CV (%) GRAD [h (8)21]

1 Oceanic Ocean .2 #15 —

2 Seaside costal Ocean #2 $35 —

3 Shore Land #2 #35 —

4 Continental coast Land #2 $70 —

5 Coast–inland Land .2 and #7 $50 .1 and ,4

6 Low-variability inland Land .7 ,35 —

7 High-variability inland Land .7 $35 —
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FIG. 9. Idealized representation to illustrate (a) the effects of phase propagation and (b) the existence of the

shore regime with lowest variability. In (a), the daily cycle over land is expressed by adding a cosine function

(solid line) that represents the characteristic daily cycle over the continent and a Gaussian function that

represents the precipitation due to phase propagation. Dashed line with closed squares represents the daily

cycle for the Gaussian function centered at 1800 UTC, dashed line with closed triangles represents the cycle at

2100 UTC, and so on. In (b), the precipitation cycle over the shore (L1, L2, or L3) is regarded as the weighted

average of two functions: a cosine function that represents the daily cycle of type 2 (seaside coastal regime;

solid line) and a Gaussian function centered at late afternoon that represents the daily cycle of type 4 (con-

tinental coast regime; dotted line with dash; L4). Over the shore, from the seaside to the continental coast, the

precipitation cycle would change from L1 to L3.
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FIG. 10. Daily cycle of the average convective area fraction covered by the CS (FRAC).
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Over the continent, there is high similarity between

the daily cycles of initiation and merging and of the

decay and split. This suggests, on the one hand, that the

same physical mechanisms that favor CS initiation may

be important to CS area expansion and the consequent

merge occurrence; on the other hand, CS weakening

involves two processes that act concurrently: a split in

the larger CS (cf. Machado and Rossow 1993) and the

decay of the smaller ones.

While the occurrence of the net initiation–merge is

concentrated on the afternoon (1800 UTC), the oc-

currence of the net dissipation/split is spread over the

remaining hours (night and morning) and exhibits a

maximum in the early night (0000 UTC). This behavior

explains the higher (lower) intradaily variability of

the initiation/merge (dissipation/split), as shown in

Fig. 14. The primary physical mechanism that favors

net initiation/merge would be diurnal solar heating.

When this mechanism is absent (night) or incipient

(morning), a CS decay in the form of net dissipation–

split prevails.

During the afternoon, net initiation was not concen-

trated in regions I or III, as the FRAC fields would

suggest, but was widespread over the inland areas. In

these hours, the distinction between coastal and inland

areas could be noticed in the merge field, which showed

a maximum over region I (Figs. 13; 2100 UTC). This

behavior could result from the sea breeze. During the

night and morning, although a net dissipation/split was

found, there was still initiation/merge at a smaller

magnitude [this result ratifies the pattern found in

Fig. 4.5 of Gonçalves (2013)]. The occurrence of the

initiation–merge during the night and morning could be

the result of nocturnal convection processes, such as

those induced by low-level jets or autopropagation

processes related to convective systems organized at

larger scales (Cotton and Anthes 1989).

Over the ocean, the lower (higher) initiation in the di-

urnal (nocturnal) period agrees with Fig. 4.5 in Gonçalves
(2013). In relation to the split/merge process, a higher

net split is found between 1800 and 2100 UTC.

c. Convective area FRAC budget

The FRAC changes over time because of three pro-

cesses: a net initiation (CS initiation minus CS dissipa-

tion), a net area expansion (area increase of CS minus

a decrease), and zonal advection (because, on average,

the CS propagates westward). The daily cycle of the

FRAC temporal variation, as well as the variations due

to the three processes, are shown in Fig. 15. The varia-

tion due to net expansion is calculated as residue.

At first order, the dominant process for the temporal

variation in the FRAC is the net area expansion. The

advection and net initiation processes are important

for some regions/hours and contribute to shape the

different precipitation regimes. For instance, take the

following examples:

d Between 1500 and 1800 UTC, the positive net area

expansion (or net area increase) is clearly a dominant

process over the continent; however, over the landside

coast (region I), there is also a contribution from

positive net initiation and positive advection to bring

about the maximum FRAC values. This superposition

would indicate, along with the occurrence of a higher

merge (cf. previous section), the concurrent action of

sea breeze and diurnal heating mechanisms.
d Over the seaside coast, between 0600 and 0900 UTC,

positive net area expansion is the dominant process

and is related to the early morning maximum pre-

cipitation in the seaside coastal regime. On the other

hand, between 2100 and 0000 UTC, the dominant

process for the FRAC decrease is not the net area

expansion; it is the superposition between a negative

net initiation and a negative advection.

In general, zonal advection is important close to coastal

regions:

d Over the coastal region of Amapá between 2100 and
0000 UTC, there is a high level of similarity between
the temporal variation pattern in the FRAC and that
of zonal advection, which illustrates the importance of
advective processes over the coast and the region of
phase propagation between the coast and inland areas.

d Over northwestern Pará and northeastern Amazonas,
there is a transition between the type 5 and type 6
regimes. The phase gradient does not indicate phase
propagation during the late night to midmorning

FIG. 11. Coefficient of variation for the FRAC.
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FIG. 12. Daily cycle frequency of the CS net initiation (initiation 2 dissipation).
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FIG. 13. Daily cycle frequency of the CS net split (split 2 merge).
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(0300–1200 UTC); however, there is a strong positive

advection that prevents the FRAC from decreasing.

From midnight to midday (from 0300 to 1500 UTC), the

variations in the FRAC are small over the continent,

resulting from the small magnitude of the net processes.

d. Convective systems related processes
for contrasting regimes

The daily regime cycles can be grouped into conti-

nental and oceanic categories. In the oceanic regime,

the temporal FRAC variations have a small magnitude,

which explains the lower intradaily variability (Fig. 4).

Over the day, net dissipation and small negative advec-

tion are observed; during the night and morning (from

0300–1500 UTC), these processes partially balance the

net area increase; and in the late afternoon (2100 UTC),

they act concurrently with the net area reduction, leading

to a sharper decrease in the FRAC (Fig. 16). The daily

average net area increase is balanced primarily by net

dissipation and secondarily by negative advection.

The continental regimes, except type 3 (shore re-

gime), could be grouped into coastal (types 4 and 5) and

inland regimes (types 6 and 7). The main difference

between these two groups is (Figs. 17, 18) the role of

advection, which has higher (lower) magnitude during

the day in the coastal (inland) regimes and a net area

increase during the afternoon, which is higher (lower) in

the coastal (inland) regimes. In the coastal regimes,

advection and net area increase act concurrently to in-

crease the magnitude of the temporal variations in the

FRAC, which leads to higher intradaily variability.

The main difference between types 4 and 5 is the

phase lag in the advection process (Fig. 19); in type 5, the

FIG. 14. Coefficient of variation for the (a) initiation, (b) dissipation, (c) merge, and (d) split.
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positive (negative) advection has amaximummagnitude

during the night (morning); in type 4, the positive (negative)

advection has maximum magnitude during the afternoon

(night).

The main difference between regimes 6 and 7 is the

magnitude of the net area expansion (Fig. 20). In regime 7,

the magnitude is higher for both the net area increase

in the afternoon (1500–1800 and 1800–2100 UTC) and

the net area reduction in the night/morning (from 0000–

0300 to 0900–1200UTC; particularly at 0000–0300UTC,

when the difference is higher). For the difference in the

afternoon, the hypothesis is that, in type 7, there is re-

intensification of the convection initiated over the coast

in the previous day (e.g., region III). Other regional

factors, such as the river breeze, may also contribute to

the higher net area increase.

e. Modeling of the net area expansion

In general, as shown previously, the most important

process that explains the FRAC temporal variations is

the net area expansion of the CS. It has a well-defined

and almost common daily cycle to all continental

FIG. 15. Daily cycle of the FRAC temporal variation and its processes (net initiation, net expansion, and zonal advection).
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regimes, with net area increase during the afternoon

followed by net area reduction in the night and morning.

To evaluate the two components of the net area ex-

pansion, it is assumed that the area increase is pro-

portionate to the initiation [Eq. (10)]. The area decrease

is obtained as a residual (i.e., net area expansion minus

the area increase). The proportionality between the

area increase and initiation embodies the idea that the

physical mechanisms that favor initiation, such as di-

urnal solar heating, would also favor area expansion.

This idea is based on the similarity between the daily

cycle of CS initiation and the merge. For simplicity, the

same constant of proportionality is prescribed for all

regions (either continental or oceanic).

The area cycles increase in contrasting continental

regimes, such as types 4 and 6, but are fairly similar, and

the same holds for the area reduction cycles (Fig. 21).

Therefore, advection is one of the main processes re-

lated to the difference between coastal and inland re-

gimes. For type 4, the slightly higher maximum in the

area increase cycle may be due to the sea breeze

mechanism. For both regimes, the magnitude of area

reduction shows an early night maximum (0000 UTC)

and decays during the night, attaining an almost steady

value during the morning.

One simple way to represent the area reduction con-

sists of assuming that the FRAC decays exponentially

in the absence of atmospheric area increase factors–

mechanisms [Eq. (12)]. The exponential decay depends

on one parameter, the e-folding time t. The intradaily

variability of t is shown in Fig. 22. For both regimes,

a maximum of t is found at 2100 UTC; next, the after-

noon maximum in area increases at 1800 UTC, and then

the t decays during the night andmorning. The values of

t, which range in general between 6 and 12 h, indicate

a slow decrease in the FRAC. This behavior may be due

to the upscaling of the CS in mesoscale convective sys-

tems, whose lifetime is compatible with the values of t

(Cotton and Anthes 1989; Houze 1993; Machado et al.

1998; Barbosa et al. 2006).

By considering the occurrence of CS merge as a proxy

for upscaling, it is found that considerable upscaling

takes place over the continent in the afternoon (1800–

2100 UTC). This means that the CS initiates, expands,

and upscales over the continent in the afternoon. From

the night until the following day’s afternoon, there is

progressive weakening of the upscaling organization

and therefore a progressive reduction in t. The values of

t, however, remain relatively high; it means that CS

organization at larger scales continues, even undergoing

some weakening.

Another way to represent the effect of upscaling in the

time scale of CS decay consists of keeping t fixed and

equal to the value expected for the individual CS (such

as a few hours) and adding an additional source of the

FIG. 16. Temporal FRAC variations of the oceanic regime (type

1) related to the net initiation, net expansion, and zonal advection

processes.

FIG. 17. As in Fig. 16, but for the coastal regime (type 4).

FIG. 18. As in Fig. 16, but for the inland regime (type 6).

FIG. 19. Similar to Fig. 16, but for the continental coast regime

(type 4) and the coastal inland regime (type 5).
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CS area increase depending on the upscaling degree.

This representation is based on the autopropagation

mechanism of mesoscale convective systems, by which

the downdrafts of the CS included in the system merge

and initiate new convective cells in the direction of the

system propagation (Cotton and Anthes 1989). Under

this representation, the CS embedded in large-scale

systems decay slower than the isolated CS because

part of the area reduction is balanced by the additional

source.

6. Concluding remarks

In this work, the different regimes of the daily cycle of

precipitation over the Brazilian northern coast during

austral autumn were studied. The coefficient of varia-

tion, that is, the intradaily standard deviation divided by

the daily average, was used as the primary measure of

intradaily variability. The regimes proposed here build

on those obtained by KW08.

The existence of a new regime, named the shore re-

gime (type 3), was noticed. This regime exists over

a narrow strip (width of;18) along the shore, where the
minimum CV values are found, and its cycle shows two

weak maxima: one in the morning, which is a seaside

coastal feature; and the other in late afternoon, which

is a continental feature. The region of the Alcântara

Launch Center, for instance, would be under this re-

gime. The features of this new regime need to be con-

firmed in future studies by using other datasets because

there are uncertainties in the TRMM data along the

shore areas due to the differences between TRMM al-

gorithms over oceanic and continental regions. These

studies could also address the convective systems pro-

cesses that shape the regime’s daily precipitation cycle;

for this, novel methods to get CS information should be

developed because of the narrowness of the shore re-

gime location.

The landside coastal regime of KW08 was divided into

two categories: the continental coast regime (type 4) and

the coast–inland regime (type 5). These two regimes

show a nonuniform cycle and are located over the

landside coast. In type 4, there are pronounced after-

noon maximum and high CV values; in type 5, there is

clear inland phase propagation, that is, the maximum of

type 4 propagates inland during the night, and the CV

decreases inland. For classification purposes, type 4 is 28
from the coastline, and type 5 is between 28 and 78.
The intradaily variability over the large inland area

(.78 far from the coastline) that includes well-known

regions like central Amazonia would be better depicted

by an alternating sequence of high- and low-variability

FIG. 20. As in Fig. 16, but for the type 7 minus type 6 regimes.

FIG. 21. Daily cycles of the CS area (a) increase (source) and

(b) reduction (sink) for contrasting continental regimes (types 4 and6).

FIG. 22. Intradaily variability of t or the time scale for the CS

area reduction (h).
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modes. Therefore, the continental regime of KW08 was

divided into two categories: the low-variability inland

regime (type 6) and the high-variability inland regime

(type 7). In type 6, the CV is low and the cycle is quasi

uniform with two weak maxima: one in the late after-

noon due to diurnal solar radiation heating and the other

in the early morning due to phase propagation and/or

nocturnal convection processes. In type 7, variability is

higher because of the more intense afternoon maximum

(compared to type 6).

The daily cycle of the CS occurrence and processes

was also studied. Strong agreement between the daily

cycle of precipitation and the CS occurrence (frequency

and area fraction) was found. This relationship is always

assumed, and it was ratified here. The CS initiation

(dissipation) is more concentrated (distributed) in time,

and it is directly related to the CS merge (split). The

similarity between the initiation andmerge suggests that

the physical mechanisms that favor initiation, such as the

diurnal solar heating, also favor a CS area increase and

subsequent merge.

At the first order, net area expansion (CS area increase

minus decrease) is the main process of temporal varia-

tions in the area fraction covered by the CS (FRAC).

Advection and net initiation processes are important for

some regions/periods of time, and they contribute to

shape the different daily cycle regimes proposed here.

The oceanic regime (type 1) shows smaller magnitude

values of FRAC temporal variations, which are consis-

tent with the very low intradaily variability of this re-

gime. The net area increase is balanced primarily by net

dissipation and secondarily by negative advection. Ad-

vection is an important process for the landside coastal

regimes (types 4 and 5), and its phase is distinct for types

4 and 5. In the inland continental regimes (types 6 and

7), the role of advection is small and the slow decay of

the CS area during the night and morning is an impor-

tant feature.

By considering a simple parameterization—that the

CS area increase is dependent on initiation—the time

scale of CS area reduction under environmental condi-

tions unfavorable to initiation (night–morning time)

ranges from 6 to 12 h. This is compatible with the time

scale/lifetime of CS organized on larger scales, such as

mesoscale convective systems, and is much higher

than the time scale/lifetime of individual (isolated) CS.

Therefore, our results suggest that, during the after-

noon, widespread upscaling of CS occurs over the con-

tinent concurrently with an intense CS area increase and

merge. As the nighttime begins, isolated CS decay and

dissipate rapidly. The remaining CS, which have un-

dergone upscaling and are thus organized at a larger

scale, decay slowly during the night and morning,

leading to a more uniform cycle over inland areas. This

integrated picture notes the key role of the upscaling

processes on the daily cycle of precipitation.
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