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p,t,u,v,qv, ql,qi 



http://www.eoearth.org/view/article/153654/ 

Fonte: Kiehl and Trenberth (1997) [http://
www.eoearth.org/view/article/153654/]. 



Em 
Desenvolvimento 



Fonte:http://www.dpi.nsw.gov.au/research/topics/climate-change/projects-modelling 

Fonte: http://upload.wikimedia.org/wikipedia/commons/7/73/AtmosphericModelSchematic.png 

Implementação da coordenada hibrida 
sigma-pressão [ efeito da topografia sobre a 
convecção] 

Pode gerar falsa precipitação Restruturação das 
parametrizações 

física para utilizar a 
coordenada hibrida 



Efeito da topografia e níveis sigma sobre a precipitação 
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Configuração do MCGA-CPTEC/INPE 

Desafios: operacionalizar o modelo TQ1332L64(~10 km) 
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Opcções Descrição (OPERACIONAL 
TQ299L64) 

Descrição (EXPERIMENTAL 
TQ1332L64) 

Dinâmica Euleriana com grade Reduzida Semi-Lagrangiano com grade 
Reduzida 

Radiação de onda 
Curta 

CLIRAD RRTMG 

Radiação de onda 
Longa 

HASHVANADAN(1987) RRTMG 

Camada Limite Hostlag  e Boville modificado (MY)
(1992) 

PBL UMIDA 

Esquema de 
Superfície 

IBIS(1996) IBIS(1996) 

Convecção 
Profunda 

GRELL(1993) GRELL-NILO 

Convecção Rasa TIEDKE(1983) TIEDKE(1983) 

P. de Larga escala Microfísica 
(Rasch and Kristjánsson (1998) ) 

Microfísica 
(Morrison ) 

Onda de Gravidade ALPERT(1988) ALPERT(1988) 



Figura 2 Distribuição dos pontos de malha em uma malha reduzida da resolução TQ0299L064. 

Problemas de Alocação de Memorias para 
a Configuração de grade reduzida na 
resolução TQ1332L64 (~10km) [Alteração 
no Algoritmo] 



CPUs	
   1280 nós, cada nó com 2 Opteron 12 núcleos de 2,1GHz, cada nó com velocidade 
máxima de 201,6 GFlop/s, 32 GB de memória e rede SeaStar2, totalizando 30720 
cores	
  

Desempenho	
   Máximo: 258 TFlop/s 
Efetivo: 205 TFlop/s no Linpack	
  

Disco primário	
   Sistema de arquivos com 866 TB líquidos, acessíveis à 320 Gbs	
  
Armazenamento Secundário	
   3,84 Petabytes (PB) em discos SATA, biblioteca de fitas com 8.000 slots com 8.000 

fitas LTO4, 6 PB de fitas	
  
Processamento Auxiliar	
   20 nós, cada nó com 4 Opteron 4 core de 2,7 GHz, 128 GB de memória com 

desempenho SPECfp_rate_base2006 agregado de 3760	
  
Acesso Interativo	
   13 nós, cada nó com 4 Opteron 4 core de 2,7 GHz, 128 GB de memória com 

desempenho SPECfp_rate_base2006 agregado de 2444	
  
Espaço físico, energia e 
refrigeração	
  

Ocupa 100 m2, requer 639 Kw de energia, refrigerado a ar com dissipação máxima de 
550.000 Kcal/h, com portas contendo dissipadores refrigerados a água	
  

Processos 
MPI	
  

Threads 
OpenMP/MPI	
  

Número de 
Nós	
  

Número 
de Core	
  

Período de 
Integração	
  

Tempo de CPU	
  

1400	
   6	
   350	
   8400	
   24 horas	
   1,962 horas	
  

2000	
   6	
   500	
   12000	
   24 horas	
   1,745 horas	
  

3000	
   6	
   750	
   18000	
   24 horas	
   1,613 horas	
  

4000	
   6	
   1000	
   24000	
   24 horas	
   1,494 horas	
  

5000	
   6	
   1250	
   30000	
   24 horas	
   1,468 horas	
  

Os números do supercomputador 
Cray-XE6 



TQ1332L64(~10 km) 





Implementação da Parametrização da camada limite úmida da Universidade 
de Washington 



Melhorar a estrutura do modelo MCGA-CPTEC/INPE 







•  Reestruturar o código do MCGA 
•  Otimizar alguns módulos da física para melhorar o desempenho do modelo 
•  Melhorar a Documentação do MCGA-CPTEC/INPE 
•  Adotar uma padronização de codificação e documentação do código 


