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ABSTRACT

The inverse problem of structural damage identification is addressed in this thesis.
The inverse solution is obtained by solving an optimization problem using differ-
ent hybrid algorithms. The forward structural model is solved by Finite Element
codes. FORTRAN code developed by the research group of the Laboratório Asso-
ciado de Computação e Matemática Aplicada (LAC) of the Instituto Nacional de
Pesquisas Espaciais (INPE) was applied to some problems, and for other numeri-
cal experiments the NASTRAN software was employed. The acceleration, velocity
or displacement time history could be used as experimental data in this method-
ology. The objective function is formulated as the sum of the squared difference
between the measured displacement and the data calculated by the forward model.
Different hybrid metaheuristics are tested, using a two-step approach. The first step
performs the exploration, and the second one carries out the exploitation, starting
from the best solution found in the first step. One optimization approach combines
the Multi-Particle Collision Algorithm (MPCA) with the Hooke-Jeeves (HJ) direct
search method. MPCA is improved using different mechanisms derived from the
Opposition-Based Learning, such as Center-Based Sampling and Rotation-Based
Learning. Other applied optimizer is the novel q-gradient, and it is also hybridized
with HJ method. The methodology is tested on structures with different complexi-
ties. Time-invariant damage was assumed to generate the synthetic measurements.
Noiseless and noisy data were considered in tests using models implemented in FOR-
TRAN. Most of the experiments were performed using a full set of data, from all
possible nodes, and an experiment was done using a reduced dataset with a low level
of noise in data. Noiseless data were considered with experiments using NASTRAN.
In this case, the experiments were performed using a full set of data. In general, good
estimations for damage location and severity are achieved. Some false positives have
appeared, but damages were well identified.

Keywords: Vibration-based Damage Identification. Nastran. Inverse Problem. Multi-
Particle Collision Algorithm. q-Gradient Method. Hooke-Jeeves Direct Search
Method.

xi





IDENTIFICAÇÃO DE DANOS BASEADA EM VIBRAÇÃO USANDO
ALGORITMOS DE OPTIMIZAÇÃO HÍBRIDOS

RESUMO

O problema inverso da identificação de danos estruturais é abordado nesta tese. A
solução inversa é obtida resolvendo um problema de otimização usando diferentes
algoritmos híbridos. O modelo direto estrutural é resolvido pelo Método dos Elemen-
tos Finitos. Código FORTRAN desenvolvido pelo grupo de pesquisa do Laboratório
Associado de Computação e Matemática Aplicada (LAC) do Instituto Nacional de
Pesquisas Espaciais (INPE) foi aplicado em alguns problemas e, para outros expe-
rimentos numéricos, o software NASTRAN foi empregado. O histórico de tempo
de aceleração, velocidade ou deslocamento pode ser usado como dados experimen-
tais nesta metodologia. A função objetivo é formulada como a soma da diferença
quadrática entre o deslocamento medido e os dados calculados pelo modelo direto.
Diferentes metaheurísticas híbridas são testadas, usando uma abordagem em duas
etapas. A primeira etapa realiza a exploração em todo o espaço de busca, e a segunda
etapa realiza a intensificação a partir da melhor solução encontrada pela primeira
etapa. Uma abordagem de otimização combina o Algoritmo de Colisão de Múltiplas
Partículas (MPCA) com o método de busca direta Hooke-Jeeves (HJ). O MPCA é
melhorado usando diferentes mecanismos derivados da Aprendizagem Baseada na
Oposição, como são a Amostragem Baseada no Centro, e a Aprendizagem Base-
ada em Rotação. Outro otimizador aplicado é o novo q-gradiente, que também é
hibridado com o método HJ. A metodologia é testada em estruturas com diferentes
complexidades. Supõe-se que os danos são invariante no tempo para gerar as medi-
das experimentais sintéticas. Dados sem ruído e com diferentes níveis de ruído foram
considerados em testes usando modelos implementados em FORTRAN. A maioria
dos experimentos foi realizada usando um conjunto completo de dados, de todos
os nós possíveis, e um dos experimentos foi feito usando um conjunto incompleto
de dados, com um baixo nível de ruído. Para os experimentos utilizando o NAS-
TRAN, foram considerados dados sintéticos sem ruído, e foi utilizado o conjunto
completo de dados. Em geral, boas estimativas para localização e gravidade do dano
foram alcançadas. Alguns falsos positivos apareceram nas estimativas, mas os danos
presentes nos sistemas foram bem identificados.

Palavras-chave: Identificação de danos baseada em vibração. Nastran. Problema
Inverso. Algoritmo de Colissão de Múltiplas Partículas. Método q-Gradiente. Hooke-
Jeeves.
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R – Space of real numbers
s – sin θ
t – Time
T – Transformation matrix
u – Displacement vector
v – Search direction (qG)
V – Search direction matrix (HJ)
w – Internal forces vector
x, y, z – Coordinate system axes

Greek symbols
α – Step length
β – Deflection angle (RB)
β – Reduction factor (qG)
δ – Deformation
ε – Axial strain
ζ – Modal damping ratio
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θ – Rotation vector
Θd – Damage parameters
Θe – Environmental and operational conditions
ξ – Modal coordinate
ρ – Density
ρ – Reduction factor of the step (HJ)
σ – Axial stress
σ – Standard deviation
τ – Delay
Φ – Modal vector
Φw – Transformation matrix
ω – Modal frequency

Subscripts
�cb – Center-based sampling
�d – Dimension d
�i – Processor i
�j – Particle j
�m – Measurement m
�min – Minimum value
�o – Opposite
�q – Referent to q-gradient
�qo – Quasi-opposite
�qr – Quasi-reflected
�r – Rotated
�rbs – Rotation-based sampling
�0 – Initial

Superscripts
�b – Best solution
�c – Current solution (HJ)
�d – Damaged
�i – Integral
�inf – Inferior limit
�l – Lower bound
�mod – Data obtained from the structural model
�n – New solution (MPCA)
�obs – Measured or observed data
�sup – Superior limit
�ᵀ – Transpose operation
�u – Upper bound
�∗ – Globally optimal
�′ – Locally optimal
�♦ – Best solution overall (MPCA)
�? – Perturbed solution (MPCA)
�§ – Exploitaited solution (MPCA)
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�◦ – Pattern point (HJ)

Others
�̇ – First derivative
�̈ – Second derivative
�̃ – Optimal solution
�̂ – Noise added to the data
∇ – Gradient
‖�‖ – Norm of � for a vector or matrix
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1 INTRODUCTION

Research is what I’m doing when I don’t know what
I’m doing.

Wernher von Braun

The Brazilian aerospace industry is strongly represented in the world by Embraer (in
portuguese Empresa Brasileira de Aeronáutica). This company, through its aircraft,
is one of the leading exporters of Brazil, with the highest added value product.
Examples of aircraft produced by Embraer are the regional jet E190 (Figure 1.1(a)),
the military KC-390 (Figure 1.1(b)) and the business jet Legacy 650 (Figure 1.1(c)).

Figure 1.1 - Aircrafts developed by Embraer: (a) E190; (b) KC390; (c) Legacy 650
(a) (b)

(c)

SOURCE: (a) Embraer (2017a) (b) Embraer (2017b) (c) Embraer (2017c)

Another institution that works with aerospace structures is the National Institute for
Space Research (in Portuguese: Instituto Nacional de Pesquisas Espaciais (INPE)).
INPE develops satellites for Earth observation in projects together with other coun-
tries. Examples of satellites developed by INPE are the China-Brazil Earth Re-
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sources Satellite Program (CBERS, see Figure 1.2(a)), the Amazônia project (see
Figure 1.2(b)) and the Data Collection Satellite (SCD, see Figure 1.2(c)).

Figure 1.2 - Satellites developed by INPE: (a) CBERS-3; (b) Amazônia-1;(c) SCD-1
(a) (b)

(c)

SOURCE: (a) INPE (2011) (b) INPE (2017a) (c) INPE (2017b)

Worldwide, Large Space Structures are developed and sent to outer space. A Space
Station (SS) is a spaceship that is held for an extended period in orbit, supporting
crew-members, and also allowing other spacecraft to dock. Example of SS are the
Salyut programme from the former Soviet Union, Skylab from United States, MIR
(see Figure 1.3(a)) from Soviet Union and Russia, the International Space Station
(ISS, see Figure 1.3(b)), and the Tiangong programme from China. All these struc-
tures are composed of large parts including solar wings, radar, antennas, shields, and
booms. Those elements are exposed to damage, caused by space debris or meteor
strikes.
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Figure 1.3 - Space Stations: (a) MIR; (b) ISS
(a) (b)

SOURCE: (a) NASA (2017a) (b) NASA (2017b)

The design of an adequate computer model for the structural analysis is fundamental
in the development and construction process of engineering structures. Computer-
Aided Engineering (CAE) is the extensive use of computer software to assist in en-
gineering analysis tasks, including Finite Element Analysis (FEA), Computational
Fluid Dynamics, Multibody Dynamics, and optimization of products or processes.
Two well known CAE software for solving problems by FEA are ANSYS1, and MSC
NASTRAN2 (LOGAN, 2011). Other FEA software can be found in MECHANICAL
ENGINEERING (2011), FEA Compare (2017). Those programs are widely used
in the design and analysis processes of structures in aerospace industry (BIRTLES,
1983). For example, Embraer and INPE adopted NASTRAN, which performs dif-
ferent engineering analysis, such as static, dynamic, and thermal analyse.

Aerospace structures are critical systems. Failures in structures would cause catas-
trophic consequences, with human and material losses. Hence, it is essential to have
the capability of detecting damages in an early stage with accuracy and safely. This
detection should help to repair or rehabilitate a structure before it has major dam-
ages.

1.1 Damages

Damages in the structural context can be defined as changes to the material prop-
erties or geometry of a structure, including changes in the boundary conditions and
the system connectivity, which affect its current or future performance (KHOSH-

1http://www.ansys.com/
2http://www.mscsoftware.com/product/msc-nastran

3

http://www.ansys.com/
http://www.mscsoftware.com/product/msc-nastran


NOUDIAN; ESFANDIARI, 2011). Generally speaking, damage produces a loss of local
stiffness in a structure (JIMÉNEZ et al., 2004). The damage identification is linked to
a comparison of two different states of a structure, one of which is the initial state,
named undamaged, and the other is the current structural response under a forcing
term. The existence of damage does not imply that the system/structure losses all
its functionality, but rather that it does not operate in its standard manner.

Examples of damages are, among others, cracks, local plasticity, delamination and
debonding in composite materials.

A damage can be categorized in accidental damage, fatigue damage, or environmen-
tal damage (BAARAN, 2009; VENTERINK, 2017). Damages associated with fatigue
or corrosion in metals can accumulate incrementally over periods of time. For com-
posites, inspection of fatigue and environmental damages are often not required, if
proper design precautions are taken.

In short time-scales, accidental damages can be the result of scheduled discrete events
such as aircraft landings, or unscheduled events, such as bird-strikes in aircraft or
natural phenomena hazards.

As damages increase, the operation of the system or structure will no longer be
acceptable to the user, i.e., a failure will occur. In this case, the term user represents
another system (physical or human) that interacts with the former. An unpredicted
structural failure can cause catastrophic loss of economic value and human life.

Damages in aerospace structures can be categorized according to their severity (IL-

CEWICZ, 2006 apud BAARAN, 2009) (PRASAD; WANHILL, 2017) in:

Category 1 Allowable damage that may go undetected by scheduled or di-
rect field inspection, for example, allowable manufacturing defects, but also
non-allowable damage: Barely Visible Impact Damage, e.g., minor environ-
mental degradation, scratches, damage caused by debris or hailstones.

Category 2 Damage detected by scheduled or direct field inspection at speci-
fied intervals, e.g. major environmental degradation, exterior skin damage,
or interior stringer blade damage.

Category 3 Obvious damage detected within a few flights by operations, e.g.
accidental damage to the lower fuselage, or lost bonded repair patch.
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Category 4 Discrete source damage immediately known by the pilot limiting
flight maneuvers, e.g. rotor disk cut through the fuselage or severe rudder
lightning damage.

Category 5 Severe damage created by anomalous ground or flight events,
e.g. bird-strike, maintenance jacking incident, propeller mishap.

1.2 Structural Damage Identification

The Structural Damage Identification (SDI) process involves the conjunction of five
disciplines (FARRAR; WORDEN, 2010; FARRAR; LIEVEN, 2007):

Structural Health Monitoring Structural Health Monitoring (SHM) per-
forms a global damage identification for aerospace, civil and mechanical
engineering infrastructure, and it can be performed off-line as well as on-
line. On-line refers to the monitoring during operation of the system or
structure, while off-line refers to the monitoring during maintenance;

Condition Monitoring Condition Monitoring is analogous to SHM, but in
rotating and reciprocating machinery;

Non-Destructive Evaluation Non-Destructive Evaluation (NDE) carried
out off-line in a local manner after the damage has been located;

Statistical Process Control Statistical Process Control is based on process
and uses a variety of sensors to monitor changes in a process;

Damage Prognosis Damage Prognosis evaluates the damage evolution and
predicts the remaining useful life of a system.

All these processes involve the observation of a structure or a mechanical system for
a period, by means of periodically spaced measurements, the extraction of damage-
sensitive features from the measurements, and the analysis of these features to de-
termine the current state of the structural health.

The process of damage identification involves four steps (FARRAR et al., 2001; FAR-

RAR et al., 2009):

Operational Evaluation Gives details of the implementation of the process,
such as possible failure modes, operational and environmental conditions,
and limitations related to data acquisition.
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Data Acquisition Defines the quantities to be measured, the amount of data
to be saved, and how the data will be acquired (which and how many
sensors will be used, and where the sensors will be placed). Also, defines
the data fusion and cleansing, that determine which data is necessary and
useful in the feature extraction process.

Feature Extraction Identifies damage sensitive parameters from measured
data.

Classification Performs the comparison between the damaged and undam-
aged states and quantifies the damage.

An ideal robust damage identification scheme should be able to detect a damage at
a very early stage, to locate the damage within the sensor resolution, to provide an
estimate of the extent or severity of the damage, and to predict the remaining useful
life of the structural component when the damage is identified. The identification
should be independent of changes in the operational and environmental conditions.
The method should also be well suited to automation and should be independent of
human judgment and ability (DOEBLING et al., 1996).

1.2.1 Classification of the Structural Damage Identification methods

Damage identification methods can be classified in different ways: according to their
performance, and to whether they are local or global, model or non-model based,
and whether they use a baseline or not.

Performance The damage identification process for a system of a structure can
by classified attending five levels of performance (RYTTER, 1993; SOHN et al., 2004;
WORDEN; DULIEU-BARTON, 2004; WORDEN et al., 2007):

Level 1: Detection Verification of the presence of damage in a structure;

Level 2: Location Determination of the location of the damage;

Level 3: Type Determination of the type of the damage;

Level 4: Extension Estimation of the extent and severity of the damage;

Level 5: Prognosis Prediction of the remaining service life of the structure.

The first four levels (detection, location, type, and extension) are related to the dam-
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age diagnosis, while the fifth level is related to the damage prognosis. Increasing the
level implies a higher degree of complexity and a greater necessity of mathematical
models.

Local or global methods

This classification is related to the inspection domain concerning the structure
(FRITZEN; KRAEMER, 2009):

Local Concentrated on a specific part of the structure.

Global The whole structure is analyzed.

Local methods are usually considered to be more sensitive than global methods.
Local methods are capable of detecting small damages, while global ones can identify
only relatively severe damages. However, local methods are applicable with a prior
knowledge of the location of a damaged area of the structure.

Model based and non-model based approach

Methods can also be classified on model based and non-model based:

Non-model based The response of the structure in service is compared with
results of a reference measurement previously acquired. Deviations in dam-
age sensitive parameters are used to identify damage.

Model based The response is compared with the results obtained from an
analytical or numerical model.

Advantages of model based over the non-model based techniques include the possi-
bility of the former to be easily extended to provide information about the severity
of the detected damage and can be used to account for environmental or opera-
tional variations, e.g. temperature and boundary conditions. Disadvantages include
the difficulty in obtaining an accurate model representation of complex structures,
and its limited applicability for in situ monitoring, due to their computational cost.

Baseline or non-baseline

The process of identifying a damage requires the comparison of two states, one
of them being the undamaged reference. Therefore, methods can also be classified
according to whether a baseline is used or not (WORDEN et al., 2007):
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Baseline The response of the structure, measured at an earlier stage, is usu-
ally utilized as a baseline to distinguish between the damaged and undam-
aged states.

Non-baseline The response is compared with a state of the structure as-
sumed to have a normal behavior, e.g. a smooth pattern or linear-elastic
response. The system, in this case, is classified as damaged when the re-
sponse deviates from the expected behavior.

SDI can be treated as two complementary approaches (MONTANARI, 2014):

Inverse problem This approach typically uses a model of the structure and
tries to relate changes in measured data from the structure to changes
in the model parameters (FRISWELL, 2007). Locally linearized models are
sometimes used to make the analysis simpler. The behavior of the real
structure is compared to the corresponding model, through optimization
algorithms.

Pattern recognition problem This approach follows the concepts of the
Pattern Recognition problem (SCHALKOFF, 1992 apud MONTANARI, 2014)

1.3 Literature overview of techniques for Structural Damage Identifica-
tion

A variety of NDE techniques can be used for damage identification. Most of them
can only be applied off-line. Thus, only a minor quantity of these techniques can be
used in an SHM system.

Figure 1.4 shows a scheme of these techniques (first three lines), that include
the Structural Vibration (SV) and Electromechanical Impedance (EMI) techniques
which primarily rely on standing wave patterns. Another group, including the higher
frequency Acoustic Emission (AE), Acousto-Ultrasonic (AU), and Ultrasonic Testing
(UT), employ traveling wave characteristics.

Table 1.1 shows a comparison of the NDE techniques performances. SV and EMI
provide results that are relatively easy to interpret. More complex structures can be
analyzed with these methods, allowing to explore outright a relatively large area.
However, in these methods the limited frequency range causes a limited resolution,
and only relatively severe damage, such as delaminations, can be identified. AE, AU
and UT can all detect small damages, such as cracks. For this reason, these wave
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based technologies are more frequently used for aircraft applications (STASZEWSKI et

al., 2009; DIAMANTI; SOUTIS, 2010). However, the interpretation of the data is more
complicated than with SV and EMI, especially in the case of non-flat or composite
structures (DALTON et al., 2001).

Table 1.1 - Dynamics based NDE technologies. The sensibility to the damage, the data interpre-
tation, and the applicability for SHM are evaluated on a scale of 1 (less) to 5 (more)
points, shown with plus signs (+).

Technology Frequency
range [Hz]

Actuation
approach

Sensitivity
to damage

Ease of data
interpretation

Applicability
for SHM

SV 100 − 104 Active / passive
EMI 103 − 105 Active
AE 104 − 106 Passive
AU 104 − 106 Active
UT 105 − 107 Active

SOURCE: Adapted from Ooijevaar (2014)

The aeronautic engineering field gives a great attention to Vibration-based SHM
and other damage detection techniques (LIU; NAYAK, 2012). A good methodology for
SHM can improve the efficiency of the structural maintenance, with the subsequent
reduction of the cost and the increase of the reliability of the structures (MEDEIROS,
2016).

1.3.1 Methods based on structural vibration for Structural Damage
Identification

The literature dealing with SV methods is vast. Different methods are classified
depending on their approach, e.g., frequency changes, mode shape changes, dy-
namically measured flexibility, matrix update methods, nonlinear methods, and
Neural Networks-based methods. These kind of methods are the subject of books
(BALAGEAS et al., 2006; BOLLER et al., 2009), doctoral theses (OOIJEVAAR, 2014;
MEDEIROS, 2016), and review papers, some of them on specific topics (compos-
ite materials, strain based methods, nonlinear methods) (DOEBLING et al., 1996;
DOEBLING et al., 1998; ZOU et al., 2000; SOHN et al., 2004; CARDEN; FANNING, 2004;
MONTALVAO et al., 2006; FASSOIS; SAKELLARIOU, 2007; WORDEN et al., 2008; JHANG,
2009; FRITZEN; KRAEMER, 2009; LI, 2010; FAN; QIAO, 2011). Figure 1.4 summarizes
the principal damage sensitive features and classifiers found in the literature on the
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Vibration-based Damage Identification methods category. These methods can be
divided into three principal areas: time, frequency and modal domains. Table 1.2
shows an overview of these features, while Table A.1 in Appendix A shows a more
detailed list of classifiers associated with the features.

Doebling et al. (1998) affirmed that sufficient evidence exists to promote the use
of measured vibration data for damage identification in structures, using forced-
response tests and long-term monitoring of ambient signals.

Table 1.2 - Overview of the vibration based damage features

Time Time-frequency Frequency Modal

Time response /
waveform

Wavelet transform Fourier / power
spectra

Natural frequencies

Statistical time series
analysis

Hilbert transform Frequency response
function

Mode shape

Hilbert-Huang
transform

Frequency response
function curvature

Mode shape
curvatures

Mechanical impedance Modal damping
Transmissibility
function

Dynamic stiffness

Anti-resonances Dynamic flexibility
Higher harmonics
(nonlinear)

Updating methods

Modulation
(nonlinear)

SOURCE: Adapted from Ooijevaar (2014)

1.3.2 Metaheuristics applied to Structural Damage Identification

Table 1.3 shows a compilation of papers where the SDI problem is approached
using different Computational Intelligence techniques. They can be divided into
five groups: neural network techniques, support vector machine, fuzzy inference,
metaheuristic algorithms, and hybrid techniques. Among them, the formulation of
the SDI problem as a constrained optimization problem is typically considered the
most effective strategy (YU; XU, 2011).

Table 1.3 - Literature overview of Computational Intelligence methods used for SDI

Neural networks

Iterative Neural Network (INN) (CHANG et al., 2000)
Backpropagation NN (BP-NN) (ZANG; IMREGUN, 2001)

(YAM et al., 2003)
(PAWAR et al., 2006)
(MEHRJOO et al., 2008)
(CHIWIACOWSKY et al., 2008)

Multilayer Neural Network (MNN) (HUANG; LOH, 2001)

Continued on next page
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Table 1.3 – Continued from previous page

Extended Kalman Filter Trained Neural Network (EKFNN) (JIN et al., 2016)

Support Vector Machine (SVM)

Hyper-Solution SVM (HSVM) (CANDELIERI et al., 2014)

Fuzzy

Fuzzy Clustering (FC) (SILVA et al., 2008)
Fuzzy Logic System (FLS) (CHANDRASHEKHAR; GANGULI, 2009)

Metaheuristics

Genetic Algorithm (GA) (BOONLONG, 2014)
(BORGES et al., 2007)
(CHOU; GHABOUSSI, 2001)
(GOMES; SILVA, 2008)
(MARES; SURACE, 1996)

Improved PSO (IPSO) (YU; WAN, 2008)
Tabu Search (TS) (ARAFA et al., 2010)
Continuous ACO (CnACO) (YU; XU, 2011)
Ant Colony Optimization (ACO) (MAJUMDAR et al., 2012)

(YU; XU, 2011)
Swarm Intelligence (SI) (YU et al., 2012)
Particle Swarm Optimization (PSO) (MOHAN et al., 2013)

(SEYEDPOOR, 2012)
Big Bang-Big Crunch (BB-BC) (TABRIZIAN et al., 2013)
Simulated Annealing (SA) (KOUREHLI et al., 2013)
Differential Evolution (DE) (FU; YU, 2014)

(SEYEDPOOR et al., 2015)
(SEYEDPOOR; YAZDANPANAH, 2015)

Charged System Search (CSS) (KAVEH; ZOLGHADR, 2015)
Multi-Swarm Fruit Fly Optimization Algorithm (MFOA) (LI; LU, 2015)
Global Artificial Fish Swarm Algorithm (GAFSA) (YU; LI, 2014)
Rank-based Ant System (RAS) (BRAUN et al., 2015)
Ant System with Heuristic Information (ASH) (BRAUN et al., 2015)
Elitist Ant System (EAS) (BRAUN et al., 2015)
Firefly Algorithm (FA) (PAN; YU, 2015)
Cyclical parthenogenesis algorithm (CPA) (KAVEH; ZOLGHADR, 2017)

Hybrid algorithms

Genetic Algorithm + Conjugated Gradient Method
(GA-CGM)

(CHIWIACOWSKY et al., 2006)
(CAMPOS VELHO et al., 2006)

Genetic Algorithm + Levenberg-Maquardt (GA-LM) (HE; HWANG, 2006)
Genetic Fuzzy System (GFS) (PAWAR; GANGULI, 2007)
Simulated Annealing Genetic Algorithm (SAGA) (KOKOT; ZEMBATY, 2009)
Genetic Algorithm and Particle Swarm Optimization
(GA-PSO)

(SANDESH; SHANKAR, 2010)

Ant System with Heuristic Information + Hooke-Jeeves
(ASH-HJ)

(BRAUN et al., 2015)

PSO with Nelder-Mead (PSO-NM) (CHEN; YU, 2015)
Multi-Particle Collision Algorithm with Hooke-Jeeves
(MPCA-HJ)

(HERNANDEZ TORRES et al., 2015)

q-Gradient with Hooke-Jeeves (qG-HJ) (HERNÁNDEZ TORRES et al., 2015b)
Firefly Algorithm / Genetic Algorithm (KHATIR et al., 2016)
Quick Artificial Bee Colony algorithm (QABC) (DING et al., 2016)
Particle Swarm Inspired Multi-Elitist Artificial Bee Colony
(PS-MEABC)

(FATAHI; MORADI, 2017)

Some authors have used the classic Genetic Algorithm (GA) for solving the Damage
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Identification problem. For instance, Mares and Surace (1996) located and quantified
damages in truss and beam structures; Borges et al. (2007) identified damages in a
framed structure; and recently, Boonlong (2014) used Cooperative Coevolutionary
Genetic Algorithm as the optimizer for the vibration-based damage detection in
beams.

Other classical metaheuristics have also been used for this purpose. A continuous
variant of Ant Colony Optimization (ACO) was used by Yu and Xu (2011) to detect
single and multiple damages on 2 and 3-storey building models; they suggested
the use of hybrid approaches of ACO to improve the results. In Braun et al. (2015),
different versions of ACO, as well as hybrid variants using Hooke-Jeeves direct search
method, were used to detect damages on a damped spring-mass system.

A combination of a self-configurable Particle Swarm Optimization (PSO) with the
Nelder-Mead (NM) algorithm has also been used for optimal localization of sensors
for health monitoring (RAO; ANANDAKUMAR, 2007). In Abdalla (2009), PSO was
also applied in the solution of the inverse problem of SDI using a cantilever beam
model. The hybrid PSO-simplex (PSOS) was used in two SDI problems with noisy
and incomplete data, in the frequency domain. Begambre and Laier (2009) used
Latin hypercube sampling and PSO for an experimental verification of the struc-
tural damage detection process. Kang et al. (2012) proposed an immunity enhanced
particle swarm optimization (IEPSO) algorithm for damage detection, which was
used for a simply supported beam, and on a plane truss structure. Also, Bagh-
misheh et al. (2012) hybridized PSO with Nelder-Mead (NM) for crack detection in
cantilever beams.

Recently, the novel Bird Mating Optimizer (BMO) was used in Zhu et al. (2017) for
identifying structural damages using the minimization of the differences between the
measured and calculated natural frequencies and correlation function acceleration
vector of damaged and undamaged structures. This method was used for identifying
damages on a planar frame structure, and a three connected shear building.

Novel metaheuristics have also been presented for solving the task of identifying
damages. For example, the Big Bang-Big Crunch (BBC), in Tabrizian et al. (2013),
is used to identify damages in beam bridges, a Belgian truss (which contains 21
truss elements, 12 nodes and 21 nodal degres-of-freedom), and a two-story two-bay
frame. The proposed optimization algorithm minimizes an objective function using
complete and incomplete modal data, with and without noise. In Yu and Li (2014),
single and multiple damage cases are detected in a simulated 4-storey benchmark
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frame structure, and in a 2-storey rigid frame, using the global Artificial Fish Swarm
Algorithm (GAFSA). Also, an experimental laboratory study on damage detection
was performed in a 3-storey building model, with four damage patterns. Ding et al.
(2016) presented the quick ABC (QABC), an artificial bee colony (ABC) algorithm
with hybrid search strategy based on modal data. QABC algorithm is applied in the
damage identification of a truss and a plate.

1.3.3 Gaps found in the literature

As discussed in Section 1.3.1, many damage identification techniques have been pro-
posed in the literature. However, their practical application can be difficult (DOE-

BLING et al., 1998; OOIJEVAAR, 2014).

There are uncertainties in damage identification (HE JIA; XU, 2017), mainly caused
by:

• Methodology errors:
– Limitations of the damage identification methods.

• Modeling errors:
– Inaccuracy in the discretization of the FE model;

– Uncertainties in the geometry and boundary conditions;

– Variations in material properties;

– Operational and environmental variability.

• Measurement errors:
– Errors in the measured signals, caused by noise, or by procedures in

the measurements;

– Errors in the post-processing techniques.

Some issues that need to be solved to enable the actual practice of these methods
are summarized below:

Lack of robustness None of the methods solves all problems for all struc-
tures.

Occurrence of False alarms One of the main challenges in damage iden-
tification is the development of methods that provide a high detection
probability, without false alarms. There are two types of false alarms in
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damage identification: false-positive, when an intact element is identified
as damaged, and a false-negative, that is a failure in identifying damaged
elements. False alarms cause a decrease in the reliability of the method.
False-negative could cause serious life and safety consequences, while false-
positive could increase in maintenance costs.

Low-performance level Most of the methods attends the first two levels
of performance (detecting and locating damage), but they are limited in
their capability to achieve a prognosis, as well as in classifying the type
and severity of the damage (OOIJEVAAR, 2014). The prognosis is the pre-
diction of the remaining lifetime of the structure through the analysis of
the damage evolution. It represents an important step for the development
of autonomous systems for monitoring the structural health.

Low complexity structures Most of the methods deals with relatively low
complexity structures (simple concrete or metallic structures, or relatively
simple composite beams and plates structures). These structures are typi-
cally well-defined, or the damage scenario is created artificially. It is neces-
sary to focus on more specific applications, such as real life and industrial
structures like air-frames, bridges, and other long life structures with life-
safety or economic implications.

No integration with engineering software CAE software help in the task
of modeling and analyzing structures. Among the papers reviewed, the use
of these computer programs is scarcely mentioned.

No operational and environmental variability In real applications, the
operational and environmental conditions, such as temperature and wind,
could mask or modify the effects of the damages. Good approaches should
have the capability of separating their effects.

Integrated sensor and network Another problem is related to the optimal
quantity and location of sensors because they are expensive. Also, obtain-
ing many signals increases the computational cost, and could add errors
due to the inherent noise of the sensors and some possible external noises.

Cooperation Due to the magnitude of the projects, more cooperation is re-
quired between academia and industry.

More detailed discussions on these problems are provided by Farrar and Worden
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(2007) and Boller (2013).

In this thesis, the SDI will be defined as an inverse problem and solved as an opti-
mization problem.

1.4 Research objective

The main objective of this thesis is:

To develop hybrid metaheuristics for identifying damages on
structures modeled both in FORTRAN language and NASTRAN
system.

This work will contribute to the improvement of the Multi-Particle Collision Algo-
rithm and the q-gradient method, to the creation of hybrid algorithms, and to their
application in the development of a tool to assist the implementation of structural
health monitoring technology in aerospace structures.

Technical contributions associated to this thesis are the refactoring of the FOR-
TRAN code for Finite Element Model of structures, and the refactoring of the
FORTRAN code of the Multi-Particle Collision Algorithm.

Another technical contribution is the handling of the input and output files of the
NASTRAN software, using an interface with FORTRAN.

1.4.1 Tasks

Specific tasks and sub-tasks are defined to accomplish the main objective:

a) Perform a literature review on methods for Damage Identification;

b) Perform modifications in the Multi-Particle Collision Algorithm, for per-
formance improvement;

– Modify functions for improving the exploration and the exploitation
of the algorithm.

c) Develop hybrid algorithms based on MPCA and q-gradient, using concepts
derived from the Opposition Based Learning, and the direct-search method
Hooke-Jeeves;

d) Identify damages on structures with different complexities implemented in
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FORTRAN;

– Model structures with different types and complexities in FORTRAN;

– Identify damages on structures implemented using finite elements on
FORTRAN using hybrid algorithms.

e) Identify damages on structures with different complexities modeled on
NASTRAN;

– Model structures with different types and complexities in NASTRAN;

– Identify damages on structures modeled on NASTRAN using hybrid
algorithms.

1.5 Outline

This thesis is structured into eight chapters, including introduction and conclusions,
and three appendixes, organized as follow:

Chapter 1 INTRODUCTION (this chapter) This first chapter served
as an introduction to the SHM-related concepts, and to give information
about the state-of-the-art on the SDI methods. The research objectives,
and main tasks were also addressed.

Chapter 2 VIBRATION-BASED DAMAGE IDENTIFICATION
SOLVED AS OPTIMIZATION PROBLEM In this chapter the so-
lution of the inverse problem is defined.

Chapter 3 TRANSIENT RESPONSE ANALYSIS OF STRUC-
TURES AS DIRECT MODEL In this chapter the transient response
analysis of structures is presented as the forward model. The mathemat-
ical definition and the numerical solution of the forward method is then
summarized. The Finite Element Method is introduced and presented the
explanation of how it is applied in the task of building systems and struc-
tures using springs, bars and beams.

Chapter 4 HYBRID ALGORITHMS FOR SOLVING THE DAM-
AGE IDENTIFICATION PROBLEM The hybrid algorithms are
presented. Initially the Multi-Particle Collision Algorithm is introduced.
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Later, the Opposition mechanisms and variants are presented, and their
application for the improvement of the MPCA is detailed. Other algorithm
that is presented in this chapter is the novel q-gradient method. Thereafter,
the Hooke-Jeeves direct search method is briefly presented. Finally, the hy-
brid scheme that is used in the thesis is shown.

Chapter 5 VIBRATION-BASED DAMAGE IDENTIFICATION
ON SYSTEMS/STRUCTURES MODELED WITH FORTRAN,
AND USING IN SILICO EXPERIMENTAL DATA This chapter
presents the results obtained using the methodology on six case studies
with different complexities implemented in Fortran.

Chapter 6 VIBRATION-BASED DAMAGE IDENTIFICATION
ON SYSTEMS/STRUCTURES MODELED WITH NASTRAN,
AND USING IN SILICO EXPERIMENTAL DATA This chapter
presents the results obtained using the methodology on four case studies
with different complexities modeled in NASTRAN.

Chapter 7 CONCLUSIONS AND RECOMMENDATIONS The last
chapter presents a summary of the content of this thesis, as well as con-
cluding remarks and recommendations for further works.

References

Appendix A FEATURES AND CLASSIFICATION APPROACHES
FOR VIBRATION-BASED DAMAGE IDENTIFICATION This
appendix presents the main features and classification approaches found
in the literature, with an exhaustive bibliographic revision.

VITA Finally, the vita of the author of this thesis is presented, including full
papers on journals, national and international conferences that directly or
indirectly contributed to the doctoral thesis.
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2 VIBRATION-BASED DAMAGE IDENTIFICATION SOLVED AS
OPTIMIZATION PROBLEM

A problem well-stated is a problem half-solved.

John Dewey

In the first chapter, the main concepts on the SDI were introduced. A literature
review was performed on the different methods for SDI, and the classification of
those methods was presented.

In this chapter, the Vibration-based Damage Identification (VDI) will be formulated
as an optimization problem.

Initially, the main concepts about inverse problems in engineering will be presented.
Then, the VDI will be formulated as an optimization problem, and the damage
parameters and the objective function will be defined.

2.1 Basic concepts of optimization

Optimization is the area of the Applied Mathematics that studies the theory and
techniques to find the best available values to optimize (minimize or maximize)
some objective function, also called error function or cost function. Typical appli-
cations of optimization are to find the minimal cost, maximal profit, minimal error,
optimal design and optimal management. Many books handle the concepts of the
optimization area, such as Rothlauf (2011).
Definition 2.1. An optimization problem is the problem of finding the best
solution from all feasible solutions.

A solution is feasible if it satisfies all the constraints.
Definition 2.2. A candidate solution s is an element of the search space S of a
certain optimization problem.
Definition 2.3. The search space S of an optimization problem is the set con-
taining all elements s which could be its solution.

An optimization problem can be classified depending on the existence of constraints.
In an unconstrained optimization problem, the objective function depends on vari-
ables with no restrictions, and in a constrained optimization problem, the objective
function is subject to constraints on the variables.
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Definition 2.4. The standard form of an unconstrained optimization problem is:

minimize
s

Ji(s), i = 1, · · · , nj

subject to s ∈ S
(2.1)

where s = (s1, s2, · · · , sD) is a vector of D decision variables, Ji : RD → R are
the objective functions to be minimized over the s, and S = RD.

By convention, the standard framework is defined as the minimization problem.
Some strategies can be used to define the maximization problem, such as taking the
negative sign to the objective function.
Definition 2.5. The globally optimal solution s∗ ∈ S of an objective function
J is defined as:

J(s∗) ≤ J(s), ∀s ∈ S. (2.2)

Definition 2.6. A locally optimal solution s′ ∈ S of an objective function J

with respect to a neighborhood function N is defined as:

J(s′) ≤ J(s), ∀s ∈ N (s′). (2.3)

If S ⊆ RD:
∀s′, ∃ε > 0 : J(s′) ≤ J(s)∀s ∈ S, | s− s′ |< ε (2.4)

Figure 2.1 shows a graphical representation of some local and global minima for a
problem with one variable.
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Figure 2.1 - Local (s′
1 and s′

2) and global minima (s∗)
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Optimization problems can be categorized according to the solution domain. They
can be divided into continuous when the variables are allowed to get any value
within a range; or discrete, when the variables are required to belong to a discrete
set. This set could be a subset of integers (called integer programming) or a set of
objects or combinatorial structures (called combinatorial optimization). Also, some
problems exist where the domain is mixed.

The nature of the variables divides the optimization problems into two groups:
deterministic when the data for the given problem are known accurately, and
stochastic or non-deterministic when some or all the design variables are proba-
bilistic.

The optimization problems can also be classified according to the number of ob-
jective functions. A mono-objective problem is when there is only one objective
function, while a multi-objective problem have more than one objective function
that can be minimized or maximized simultaneously.

The standard form of a constrained mono-objective optimization problem is:

minimize
s

J(s)

subject to gj(s) ≤ 0, j = 1, · · · , ng

hk(s) = 0, k = 1, · · · , nh

(2.5)

where gj are called inequality constraints, and hk are called equality constraints.
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2.2 Inverse problems in engineering

A model can be simply described as the relationship between the parameters and
the data, that is useful for simulating and predicting aspects of the behavior of a
system. A model represents a real system as symbols using the language of other
sciences. For instance, an engineering process may be modeled using mathematical
symbols and computer sciences (ALAVALA, 2008).

The process of finding data based on a model using a set of parameters as input is
called as forward problem while estimating a set of parameters of a model based
on a set of data is known as inverse problem (IP) (CAMPOS VELHO, 2001; SILVA

NETO; MOURA NETO, 2005; CAMPOS VELHO, 2008). A schematic representation of
these processes is shown in Figure 2.2.

Figure 2.2 - Schematic representation of the forward and inverse problems

Causes
Parameters

Effects
Data

Forward Problem

Inverse Problem

In an inverse problem, the parameters are the numerical values to be estimated,
and the data are the observations or measurements made on the system of interest.

Inverse problems are found in almost every field of science and mathematics, such
as optics, radar, acoustics, communication theory, signal processing, medical imag-
ing, computer vision, geophysics, oceanography, astronomy, remote sensing, natural
language processing, machine learning, nondestructive testing, among others.
Definition 2.7. (Hadamard (1925)) A problem is called well-posed if it meets the
following conditions:

a) Existence: A solution of the problem exists;

b) Uniqueness: The solution is unique;
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c) Stability: The solution depends continuously on the data.

Usually, inverse problems violate all the three Hadamard’s conditions, being there-
fore ill-posed. For handling this issue, some special methods are used, called regular-
ization methods (KAIPIO; SOMERSALO, 2006; CAMPOS VELHO, 2017) (e.g., Tikhonov
Regularization, Lavrentiev Regularization, Entropic Regularization and Asymptotic
Regularization). These methods transform an ill-posed problem into a well-posed
problem in sense of Hadamard, closer to the original problem. With the use of
smooth or regular solutions, these techniques can control the influence of the noise,
and prevent over-fitting.

Some other methods for solving inverse problems are Variational method, Least
squares method, filtering methods, Neural Networks, and Monte Carlo methods
(TARANTOLA, 2005; SINHA et al., 2017).

2.3 Vibration-based Damage Identification as an Inverse Problem

Dynamic processes modeling in mechanical vibration is characterized by knowing
initial and boundary conditions, the geometry of the structure, material properties,
and forcing terms. The system output response is the measurement of displacement,
accelerations, strains, natural frequencies, and modes shapes. In vibration systems,
modal parameters are a function of the physical properties of the structure (such
as mass, damping, stiffness, and boundary conditions). Therefore, a change in the
physical properties (caused by cracks, loosening of connections or another possible
damage) will cause detectable variations in the modal properties.

The inverse problem of damage evaluation consists in detecting, localizing, and quan-
tifying the damage severity. In this thesis, the damage severity is obtained by es-
timating the stiffness values from structural displacements and modal properties
measurements.

The inverse problem can be formulated as an optimization problem. Figure 2.3 shows
a graphical representation of the inverse solution for a generic structure. Parameter
Θe represents the influence of environmental and operational conditions (e.g. tem-
perature, and humidity), and Θd are the damage parameters (e.g. crack length, loss
of stiffness, and loss of mass) (FRITZEN; KRAEMER, 2009). The displacements umod

are obtained running the structural model with a stiffness vector kd, and the mea-
sured displacements uobs are acquired from the sensors in the vibration experiments.
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Figure 2.3 - Vibration-Based Damage Identification as optimization problem
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2.3.1 Damage parameters

The damage parameters Θd are defined as the percentage of loss of stiffness at each
element to be monitored:

Θd =
(

1− kd

ki

)
× 100% , (2.6)

where kd =
(
kd

1 , kd
2 , · · · , kd

n

)
and ki = (ki

1, ki
2, · · · , ki

n) are the estimated stiffness
vector for the damaged system, and the stiffness vector of the undamaged system,
respectively.

2.3.2 Objective function

The optimization problem can be stated as follows:

minimize
Θd

J
(
Θd
)

=
nm∑

m=1
e2

m

(
Θd
)

,

subject to Θdl ≤ Θd ≤ Θdu
,

(2.7)

where nm is the number of measured displacements, and Θdl and Θdu are the lower
and upper bounds for the damage parameters, respectively.

The residuals em are computed as:
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em

(
Θd
)

=
tf∑

t=0

[
uobs

m (t)− umod
m (Θd, t)

]
, (2.8)

in which t represents the time, and tf is the final time.

2.3.3 Regularization by maximum entropy principle

The entropy principle was proposed by Jaynes (1957) on the basis of Shannon’s
axiomatic characterization of the amount of information. The maximum entropy
regularization searches for global regularity, and yields the smoothest reconstructions
which are consistent with the available data (MUNIZ et al., 2000).

The discrete entropy S of the parameter vector x with non-negative components is
defined by

S(Θd) =
n∑

q=1
sq ln(sq), (2.9)

where sq = xq∑n
q=1 xq

.

The entropy function S gets its maximum when all xq are the same, corresponding
to a uniform distribution with a value of Smax = ln n, while the lowest entropy level
Smin = 0, is obtained when all elements xq but one are set to zero (Dirac delta
distribution).

Then, the optimization problem becomes an approach with regularization

J
(
Θd
)

=
nm∑

m=1
e2

m

(
Θd
)

+ αΩΩ
(
Θd
)

(2.10)

where αΩ is the regularization parameter, and Ω is the regularization operator. In
this case Ω ≡ S

2.3.4 Morozov’s discrepancy principle

Following the Morozov’s discrepancy principle (MOROZOV, 1984), the regularization
parameter δΩ is chosen such that
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||umod(Θd
αΩ

)− ûobs||2 = ||σd||2 (2.11)

where ûobs is the noisy data, σ is the known noise level.

2.4 Chapter Conclusions

In this chapter, the structural damage identification was presented as an inverse
problem, solved as an optimization problem. The damage parameters will be used
as the solution vector of the problem. The objective function to be minimized was
defined as the square error between the measured data and the data obtained running
the computational model of the structure. Some common models will be further
discussed in the next chapter.
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3 TRANSIENT RESPONSE ANALYSIS OF STRUCTURES AS DI-
RECT MODEL

All models are wrong, but some are useful.

George E. P. Box

In the previous chapter, it was presented that the VDI will be solved as an opti-
mization problem that uses data obtained through structural models.

In this chapter, the direct model used to obtain the transient response analysis of
structures is presented. Initially, the transient response of a structure will be defined,
and classified into the direct and the modal categories. The mathematical definition,
and the numerical solution of both methods will be summarized. Then, the Finite
Element Method will be introduced, showing how it is applied in computing the
model of systems with springs, and structures with bars and beams.

3.1 Transient response analysis

In the transient analysis, a response to a time-varying input is computed. The exci-
tation is defined in the time domain, and the responses, such as nodal displacements
and accelerations, are functions of time.

There are two ways to compute the transient response analysis:

Direct transient response carries out a numerical integration of the com-
plete set of equations of motion, and

Modal transient response uses some mode shapes, reducing the problem
size. Uncouple the equations when no damping or only modal damping is
used on the model.

Both methods will be detailed in the next sections.

3.1.1 Direct transient response

The dynamic response of motion of a continuous structure discretized in terms of
Finite Elements under excitation is shown as:

Mü(t) + Cu̇(t) + Ku(t) = F(t) , (3.1)
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where M, C and K represent the mass, viscous damping and stiffness matrices, re-
spectively. F and u are the external force and the displacement vectors, respectively.
The initial conditions for the model are given by Equations 3.2 and 3.3.

u(0) = u0 , (3.2)

u̇(0) = u̇0 . (3.3)

The numerical solution for this model is obtained using the Newmark method (NEW-

MARK, 1959) since no analytical solution exists for any arbitrary functions of M, C,
K and u.

The equation of motion is approximated by a central finite difference representation.
The velocity and the acceleration for the k-th time step are given by:

u̇k = 1
2∆t

(uk+1 − uk−1) , (3.4)

ük = 1
∆t2 (uk+1 − 2uk + uk−1) . (3.5)

respectively.

The equations of motion over three successive time instants can be reformulated as
follow:

M
∆t2 (uk+1 − 2uk + uk−1) + C

2∆t
(uk+1 − uk−1) + K

3 (uk+1 + uk + uk−1) =

= 1
3 (Fk+1 + Fk + Fk−1) . (3.6)

Regrouping the terms, the following equation is obtained:

A1uk+1 = A2 + A3uk + A4uk−1 , (3.7)

in which

A1 = M
∆t2 + C

2∆t
+ K

3 , (3.8)

A2 = 1
3 (Fk+1 + Fk + Fk−1) , (3.9)

A3 = 2M
∆t2 −

K
3 , (3.10)

A4 = − M
∆t2 + C

2∆t
− K

3 . (3.11)
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By decomposition of A1 and transfer to the right side of Equation (3.7), the transient
solution displacement uk+1 is obtained. It is recommended to keep ∆t fixed, to avoid
additional decomposition of A1.

3.1.2 Modal transient response

For obtaining the modal transient response, the variables are transformed from
physical coordinates u to modal coordinates ξ:

u(t) = Φξ(t). (3.12)

Substituting Equation (3.12) into Equation (3.13), is obtained:

MΦξ̈(t) + CΦξ̇(t) + KΦξ(t) = F(t) . (3.13)

Multiplying Equation (3.13) by Φᵀ, is obtained:

ΦᵀMΦξ̈(t) + ΦᵀCΦξ̇(t) + ΦᵀKΦξ(t) = ΦᵀF(t) . (3.14)

where ΦᵀMΦ is the modal mass matrix, ΦᵀCΦ is the modal damping matrix,
ΦᵀKΦ is the modal stiffness matrix, and ΦᵀF(t) is the modal force vector.

The coupled equations are then solved by the same method used in the Section 3.1.1,
obtaining:

A1ξk+1 = A2 + A3ξk + A4ξk−1 , (3.15)

in which

A1 = Φᵀ

[
M
∆t2 + C

2∆t
+ K

3

]
Φ , (3.16)

A2 = 1
3Φᵀ (Fk+1 + Fk + Fk−1) , (3.17)

A3 = Φᵀ

[
2M

∆t2 −
K
3

]
Φ , (3.18)

A4 = Φᵀ

[
− M

∆t2 + C
2∆t
− K

3

]
Φ . (3.19)

The direct integration of the equations with modal variables is not as costly as with
physical variables, since the number of modes used in a solution is typically much
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less than the number of physical variables (NASTRAN, 2004).

The uncoupled equations of motion for each mode present the following form:

miξ̈i(t) + ciξ̇i(t) + kiξi(t) = fi(t) , (3.20)

where mi is the i-th modal mass, ci is the i-th modal damping, and ki is the i-th
modal stiffness

The dynamic equation can be expressed as follows:

ξ̈i(t) + 2ζiωiξ̇i(t) + ω2
i ξi(t) = fi(t)/mi , (3.21)

where ξi is the i-th modal coordinate, ω2
i = ki/mi is the i-th modal frequency,

ζi = ci/2miωi is the i-th modal damping ratio, and Ni is the i-th modal force.

For the recovery of the physical response, the summation of the modal response is
done.

3.1.3 Modal Versus Direct Transient Response

For selecting modal versus transient response analysis, there are some guidelines to
be used (NASTRAN, 2004), which are summarized in Table 3.1.

Table 3.1 - Modal versus direct transient response (NASTRAN, 2004)

Modal Direct
Small Model X
Large Model X
Few Time Steps X
Many Time Steps X
High Frequency Excitation X
Normal Damping X
Higher Accuracy X
Nonlinearities X
Initial conditions X X

Large models are commonly solved more efficiently when using modal transient
response. In this type of analysis, the problem is typically reduced in modal space.
In addition, a modal transient response analysis is recommended when no damping
or only modal damping is used. In these cases, the major computational effort is
to calculate the modes. If the model is large with a large number of modes, the
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modal transient response analysis can be as intensive as the direct transient response
analysis, computationally speaking. In simulations with a fewer number of time
steps, the direct transient response should be the most efficient because the equations
are solved without computing the modes. Finally, the direct method is more accurate
than the modal method, since is not concerned with mode truncation The direct
transient response can only be used in systems with initial conditions (NASTRAN,
2004).

3.2 Finite Element Method

The Finite Element Method (FEM) or Finite Element Analysis (FEA) is a numerical
method for investigating the behaviour of structures. Now, FEM is used as a general
method for numerical integration of partial differential equations. The principal
concepts in FEM (LOGAN, 2011; FELIPPA, 2014) will be introduced below.

FEM breaks the structures into smaller simpler pieces called elements. The finite
elements are connected to each other at nodes. The finite element model is the
assembly of all elements and nodes in the structure.

FEM consists of three main steps (MOAVENI, 2008), shown in Figure 3.1, and detailed
as follow:

Preprocessing

(i) Create the solution domain, and discretize into finite elements, creating
nodes and elements;

(ii) Represent the physical behaviour using a shape function;

(iii) Develop equations for the elements;

(iv) Assemble the element equations to create the global matrices;

(v) Apply boundary conditions, initial conditions, and loading.

Finite Element Solution

(vi) Solve the system of equations to obtain the results for each node.

Postprocessing

31



(vii) Obtain other information using the results from the analysis.

Figure 3.1 - Finite Element Method

Pre-processing

CAD
CAM

Engineering
data

Finite element
solution

Model updating

Pos-processing

Results
visualization

Finite
element
model Results

SOURCE: Adapted from Moaveni (2008)

An element is the basic building block, and it is the mathematical relationship that
defines how the degrees of freedom of one node relate to the next node.

Elements can have different shapes, with intrinsic dimensionality of one (1D), two
(2D), or three dimensions (3D). There are also special elements with zero dimensions
(0D). Some basic types of finite elements are shown in Table 3.2.

The intrinsic dimensionality can be expanded as well. For example, a 1D element,
such as a bar, can be used to build a model in 2D or 3D.

Table 3.2 - Types of elements

Dimension Element type Use Example
0D Point masses Concentrated mass or weights Brackets, pins or screwsLumped springs
1D Bars Long and slender

structural members
Communication towersBeams

2D Plates Thin structural members Aircraft fuselage skin
3D Solids Thick components Piston head

Each element has points called nodal points or nodes. The nodes are used for
defining the element geometry, and for placing of degrees of freedom (DOF). The
geometry of an element is defined by the placement of the geometric nodes. DOFs
are the values of a primary field variable, or independent directions, at connection
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nodes.

In the real world, each point can move in six DOF, as shown in Figure 3.2. The dis-
placement vector u =

[
ux Φx uy Φy uz Φz

]ᵀ
, where ux, uy, and uz are transla-

tions, and Φx, Φy, and Φz are rotations. In the FEM, each element type defines the
limitations in their motion.

Figure 3.2 - Degrees of freedom

uy

ux

uz

φx

φy

φz

3.2.1 Stiffness matrix

The elemental stiffness matrix K(e) is a matrix such that:

f(e) = K(e)u(e) (3.22)

in which f(e) are the nodal forces and u(e) are the nodal displacements of a single
element. A simple element is the spring, which is described in the next section.

3.3 Spring element

The spring elements, like the one shown in the Figure 3.3, are commonly used to
model connectors and interfaces. In a single spring element, there are two nodes,
with one single DOF per node, resulting in two DOFs. The element has two nodal
displacements (u1, u2), and two nodal forces (f1x, f2x).

Since there are two degrees of freedom associated with the spring element, a linear
displacement function u along the x-axis is assumed:

u = a1 + a2x , (3.23)
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Figure 3.3 - Spring element

f1x, u1 f2x, u2

`

where a1 and a2 are constants. Evaluating u at each node, and solving for a1 and
a2:

u(0) = u1 = a1 , (3.24)

u(`) = u2 = a2` + u1 , (3.25)

and
a2 = u2 − u1

`
. (3.26)

Therefore, substituting Equations (3.24) and (3.26) in Equation (3.23)

u =
(

u2 − u1

`

)
x + u1 , (3.27)

u =
[
1− x

`

x

`

]{
u1

u2

}
, (3.28)

u =
[
N1 N2

] {u1

u2

}
, (3.29)

where N1 = 1− x

`
and N2 = x

`
are called shape functions.

The tensile forces T produce a deformation δ of the spring, represented by:

δ = u(L)− u(0) = u2 − u1 . (3.30)

The force/deformation relationship is expressed as:

T = kδ = k(u2 − u1) . (3.31)
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Using the sign convention for nodal forces and equilibrium:

f1x = −T , (3.32)

f2x = T , (3.33)

then

f1x = k(u1 − u2) , (3.34)

f2x = k(u2 − u1) , (3.35)

In a matrix form, {
f1x

f2x

}
=
[

k −k

−k k

]{
u1

u2

}
(3.36)

.

The local stiffness matrix for the element e is:

K(e) =
[

k −k

−k k

]
. (3.37)

For the entire FE model, the stiffness matrices K(e) and the force vectors f(e) of each
element are assembled to form the global stiffness matrix K and f:

K =
n∑

e=1
K(e) , (3.38)

f =
n∑

e=1
f(e) . (3.39)

Then, the global stiffness matrix K relates global-coordinate (x, y, z) nodal displace-
ments to global load vector f , as show in Equation (3.40):

f = Ku . (3.40)

The finite element model can be constrained by means of the boundary conditions.
In practice, those rows and columns that correspond to the constrained DOF in the
global matrix are removed.
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3.4 Trusses

A truss is a structure composed of slender members connected at their ends by
means of bolts, rivets, pins or welding. Metal bars or wooden struts are members
that can be found in trusses (MOAVENI, 2008; HIBBELER, 2010).

In particular, a plane truss is a truss whose members lie in a single plane. The
forces act also in this single plane. In trusses, two-force members are considered. In
two-force members force is applied to only two points, and the internal forces act in
equal and opposite directions along the members.

3.4.1 Bar element

Bars are structural components characterized by having one preferred dimension,
and by resisting an internal axial force along its longitudinal dimension. The lon-
gitudinal dimension or axial dimension is much larger than the other two di-
mensions, known as transverse dimensions, as shown in the Figure 3.4.

Figure 3.4 - Bar element

The model of a bar element is shown in Figure 3.5. It is considered linear-elastic,
and constant cross-sectional area (prismatic). The bar element has a constant cross-
section area A, length `, and a modulus of elasticity E (also known as Young’s
modulus). The nodal degrees of freedom are the local axial displacements u1 and u2

at the ends of the bar. T is the tensile force directed along the axis at nodes 1 and
2, and x is the local coordinate system directed along the length of the bar.

Figure 3.5 - Representation of a bar element

1 2

u1 u2

`

x

y

z
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Assuming that the material of the bar is linearly elastic and obeys the Hooke’s law,
and that the strain/displacement are small, their relationship can be expressed as:

σx = Eεx (3.41)

εx = du

dx
(3.42)

where σx is the axial stress, and εx is the axial strain.

From force equilibrium, Aσx = T = constant.

Combining the equations above, and differentiating with respect to x, the following
differential equation governing the linear-static bar behaviour can be obtained:

d

dx

(
AE

du

dx

)
= 0 (3.43)

The bar element stiffness matrix can be derived considering the following assump-
tions:

a) The bar can not sustain the shear force: f1y = f2y = 0;

b) Any effect of transverse displacement is ignored;

c) Hookes law applies; stress is related to strain: σx = Eεx.

There are two degrees of freedom associated with the bar element. Thus, a linear
displacement function u is assumed: u = a1 + a2x.

Applying the boundary conditions and solving for the unknown coefficients, is ob-
tained that:

u = u2 − u1

`
x + u1 (3.44)

Or, in a matrix representation:

u =
[
1− x

`

x

`

] {
u1

u2

}
(3.45)

u =
[
N1 N2

] {u1

u2

}
(3.46)
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The stress-displacement relationship is given by:

εx = du

dx
= u2 − u1

`
(3.47)

The stiffness matrix of the bar element can be derived as follows:

T = Aσx = AE
u2 − u1

`
(3.48)

The nodal force sign convention defined is:

f1x = −T (3.49)

f2x = T . (3.50)

Therefore,

f1x = AE
u1 − u2

`
(3.51)

f2x = AE
u2 − u1

`
. (3.52)

In matrix form: {
f1x

f2x

}
= AE

`

[
1 −1
−1 1

]{
u1

u2

}
. (3.53)

The local stiffness matrix for the element e is defined as:

K(e) = AE

`

[
1 −1
−1 1

]
. (3.54)

The term AE/` is analogous to the spring constant k for a spring element.

The global stiffness matrix K and the global force vector f are assembled using the
nodal force equilibrium equations, and force/deformation and compatibility equa-
tions:

K =
n∑

e=1
K(e) (3.55)

f =
n∑

e=1
f(e) . (3.56)
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The elemental mass matrix is computed as:

M(e) = ρA`

6

[
2 1
1 2

]
, (3.57)

where ρ is the density of the member.

3.4.1.1 Transformation into global coordinates

A planar/spatial truss structure can be modeled using bar elements with two or
three degrees of freedom at each node.

As shown in Figure 3.6, u1 and u2 are the displacement of nodes 1 and 2 in local
coordinate system. In global coordinate system, each node has two degrees of free-
dom. The nodal displacement at nodes 1 and 2 are denoted as u′

1, v′
1 and u′

2, v′
2,

respectively along x and y directions.

Figure 3.6 - Bar element in global coordinates
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u′
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The new coordinates u′
1, v′

1, u′
2 and v′

2 are represented in Figure 3.7, and calculated
as:

u′
1 = cos u1 + sin v1 , (3.58)

u′
2 = cos u2 + sin v2 , (3.59)

v′
1 = − sin u1 + cos v1 , (3.60)

v′
2 = − sin u2 + cos v2 . (3.61)

In matrix form, can be expressed as:
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u′

1
v′

1
u′

2
v′

2

 =


c −s 0 0
s c 0 0
0 0 c −s

0 0 s c



u1

v1

u2

v2

 , (3.62)

or
u′ = Tu , (3.63)

in which c = cos θ, and s = sin θ, being θ the angle between the element and the
global x-axis, as shown in Figure 3.7. T is the 4× 4 matrix called the displacement
transformation matrix.

Figure 3.7 - Global coordinates
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The local stiffness matrix is modified to include the additional degrees-of-freedom.

K(e) = AE

`


1 0 −1 0
0 0 0 0
−1 0 1 0
0 0 0 0

 . (3.64)

The associated matrices can be transformed into global coordinates. using the fol-
lowing relations:

K′(e) = TᵀK(e)T , (3.65)

M′(e) = TᵀM(e)T , (3.66)
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The nodal forces are then calculated as:{
f ′

1x

f ′
2x

}
= AE

`

[
1 −1
−1 1

]{
u′

1
u′

2

}
. (3.67)

The elemental stiffness matrix for a bar that is arbitrarily oriented in the x − y

plane, is expressed as follows:

K(e) = AE

`


c2 cs c2 cs

cs s2 cs s2

c2 cs c2 cs

cs s2 cs s2

 . (3.68)

The elemental mass in the global reference system is defined as:

M(e) = ρA`

6


2 0 1 0
0 2 0 1
1 0 2 0
0 1 0 2

 . (3.69)

3.4.2 Beam element

Beams are a simple but common type of structural component. They are used mostly
in Civil and Mechanical Engineering. These structural members have the main func-
tion of supporting transverse loading and carry it to the supports. Their shape is
bar-like, being one dimension larger than the others, and they deform only in the
directions perpendicular to the x-axis. Figure 3.8 shows examples of different types
of beams.

Figure 3.8 - Examples of different types of beams: (a) American wide flange beam; (b) Rectangular
hollow section; (c) Circular hollow section (pipe)

(a) (b) (c)
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The experiments will be performed on a plane beam. This type of beam resists
primarily transverse loading on a preferred longitudinal plane.

A planar beam finite element is obtained by subdividing beam members longitudi-
nally. This type of element have two nodes (1 and 2), with two degrees of freedom at
each node: deflection in the y axis, u, and rotation in the x−y plane Φ = du(x)/dx.
At the left node, the degrees of freedom are called u1, Φ1, and at the right node,
are called u2, Φ2. At an arbitrary location x, the vertical displacement is called u(x)
and the rotation is called Φ(x).

Figure 3.9 - Beam element
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There are four shape functions, one of each DOF for a beam element. In order to
obtain them, the transverse displacement function u is assumed:

u = a1x
3 + a2x

2 + a3x + a4 , (3.70)

where a1, a2, a3 and a4 are integration constants.

There are four coefficients in the displacement function, corresponding to the total
number of DOF associated to the beam element.

The boundary conditions are:

u(x = 0) = u1 , (3.71)

u(x = `) = u2 , (3.72)
du

dx

∣∣∣∣
x=0

= Φ1 , (3.73)

du

dx

∣∣∣∣
x=`

= Φ2 . (3.74)
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Applying the boundary conditions and solving for the unknown coefficients:

u(x = 0) = u1 = a4 , (3.75)

u(x = `) = u2 = a1`
3 + a2`

2 + a3` + a4 , (3.76)
du

dx

∣∣∣∣
x=0

= Φ1 = a3 , (3.77)

du

dx

∣∣∣∣
x=`

= Φ2 = 3a1`
2 + 2a2` + a3 . (3.78)

Then, solving the equations for a1, a2, a3 and a4, is obtained:

u =
[ 2
`3 (u1 − u2) + 1

`2 (Φ1 + Φ2)
]

︸ ︷︷ ︸
a1

x3+
[
− 3

`2 (u1 − u2)−
1
`
(2Φ1 + Φ2)

]
︸ ︷︷ ︸

a2

x2+ Φ1︸︷︷︸
a3

x+ u1︸︷︷︸
a4

.

(3.79)

In matrix form, this equation is expressed as:

u = Nu , (3.80)

in which N =
[
N1 N2 N3 N4

]
and u =

[
u1 Φ1 u2 Φ2

]ᵀ
, and

N1 = 1
`3

(
2x3 − 3x2` + `3

)
, (3.81)

N2 = 1
`3

(
x3`− 2x2`2 + x`3

)
, (3.82)

N3 = 1
`3

(
−2x3 + 3x2`

)
, (3.83)

N4 = 1
`3

(
x3`− x2`2

)
. (3.84)

In a beam, forces and displacements are positive in the positive y direction, while
moments and rotations are positive in the counter-clockwise direction. The nodal
end forces vector p is found as:

p =
[
f1y m1 f2y m2

]ᵀ
, (3.85)

where, m1 and m2 are the moments at the left and the right nodes, respectively, and
f1y and f2y are the vertical forces at the left and the right nodes, respectively.
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f1y = EI
d3u

dx3

∣∣∣∣
x=0

= EI

`3 (12u1 + 6`Φ1 − 12u2 + 6`Φ2) , (3.86)

f2y = −EI
d3u

dx3

∣∣∣∣
x=`

= EI

`3 (−12u1 − 6`Φ1 + 12u2 − 6`Φ2) , (3.87)

m1 = −EI
d2u

dx2

∣∣∣∣
x=0

= EI

`3

(
6`u1 + 4`2Φ1 − 6`u2 + 2`2Φ2

)
, (3.88)

m2 = EI
d2u

dx2

∣∣∣∣
x=`

= EI

`3

(
6`u1 + 2`2Φ1 − 6`u2 + 4`2Φ2

)
. (3.89)

In matrix form, these equations are expressed as:


f1y

m1

f2y

m2

 = EI

`3


12 6` −12 6`

6` 4`2 −6` 2`2

−12 −6` 12 −6`

6` 2`2 −6` 4`2




u1

Φ1

u2

Φ2

 , (3.90)

in which where I is the area moment of inertia. Some area moment of inertia are
shown in Table 3.3.

Table 3.3 - Some common sections and their area moment of inertia

Description Area moment of inertia
Filled circular area of radius r I = π/4r4

Anulus of inner radius r1 and outer radius r2 I = I = π

4 (r2
4 − r1

4)

Filled rectangular I = Ah2

12

Then, the stiffness matrix K(e) of a beam element is defined as:

K(e) = EI

`3


12 6` −12 6`

6` 4`2 −6` 2`2

−12 −6` 12 −6`

6` 2`2 −6` 4`2

 . (3.91)

The mass matrix M(e) of a beam element is defined as:
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M(e) = ρA`

420


156 22l 54 −13l

22l 4l2 13l −3l2

54 13l 156 −22l

−13l −3l2 −22l 4l2

 . (3.92)

Both K(e) and M(e) are symmetric and positive semi-definite matrices.

3.5 Damping matrix

In this thesis, the damping matrix is evaluated according to the Rayleigh damping,
as a linear combination of the mass and stiffness matrices,

C = αMM + βKK , (3.93)

where αM and βK are constants with units s−1 and s, respectively.

3.6 Chapter conclusions

In this chapter, the main differences between the direct and the modal transient
response of a structure were shown. Then, the FEM was presented, and the mathe-
matical model of springs, bars, and beams were summarized.

The next chapter will present the optimization algorithms used to solve the identi-
fication problem.
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4 HYBRID ALGORITHMS FOR SOLVING THE DAMAGE IDENTI-
FICATION PROBLEM

Veni, vidi, vici

Gaius Julius Caesar

In the last chapter, the FEM method was briefly presented. Also, were shown some
0D and 1D elements that are used for modeling structures. The way for calculating
their stiffness was summarized.

This chapter will present the hybrid algorithms that will be used for solving the
optimization problem. Initially, it will be presented a classification of the optimiza-
tion algorithms, as well as the concepts of metaheuristic and hybrid algorithms, and
the classification of these methods. Then, all the algorithms used in the solution
of the problem will be introduced: Multi-Particle Collision Algorithm, q-gradient,
Opposition-based Optimization, and Hooke-Jeeve direct search method.

4.1 Optimization algorithms

The choice of an appropriate optimization algorithm depends on the optimization
problem.

Figure 4.1 shows a classification for the mono-objective optimization algorithms
(SIARRY, 2016). Following this classification, optimization algorithms can be distin-
guished in two main branches: combinatorial or continuous.

For combinatorial optimization, there exist exact and approximate methods. For
difficult optimization problems, there are specialized heuristics dedicated to specific
problems, and metaheuristics.

For continuous optimization, there exists a linear approach (with linear program-
ming), distinguished from the nonlinear case. If there is a low number of local
minima, a local method should be used, which may or may not use the gradient
for searching the objective function. If a high number of local minima exists, a
global method should be used, in which are included the traditional methods and
the metaheuristics.
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Figure 4.1 - Classification of mono-objective optimization algorithms
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4.1.1 Metaheuristic algorithms

Stochastic optimization has become an important tool to solve multi-modal opti-
mization problems. Sometimes it is hard to compute the gradient of the objective
function, and even and even there might not exist a derivative of such a function.
Most of the stochastic methods do not need the gradient information, or other in-
ternal information of the process/system, to be applied. Stochastic methods use
random processes to generate candidate solutions, and facilitate the exploration
(global search) in the search space, at the same time that exploitation (local search)
is done. The exploration gives to the algorithm the ability of visiting various regions
of the search space seeking promising good solutions. The exploitation performs a
search in a smaller area in order to improve a good solution found. In other words,
these algorithms have the capacity of visiting almost the entire search space by gen-
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erating new randomly candidate solutions, while an intense search is done in the
neighborhood of promising candidate solutions.

With recent advances in the computer science area, many techniques have been
developed in the sub-area of stochastic optimization methods. Those algorithms
are called to improve the exploration of the search space, making it more efficient,
expectedly converging more quickly to the global optimum.

Wolpert and Macready (1997), in their No Free Lunch Theorem, established that
“for any algorithm, any elevated performance over one class of problems is offset by
performance over another class”.

Metaheuristic algorithms are powerful tools within the approximated methods that
can solve hard optimization problems which could not be solved by deterministic
optimization algorithms in a reasonable time (YANG, 2010; LIN et al., 2012).

The term metaheuristic was first used by Glover (1986), and comes from the compo-
sition of two Greek words: meta and heuriskein . A good definition of metaheuristic
is given by Osman and Laporte (1996):

“A metaheuristic is formally defined as an iterative generation
process which guides a subordinate heuristic by combining intel-
ligently different concepts for exploring and exploiting the search
space, learning strategies are used to structure information in
order to find efficiently near-optimal solutions.”

The two main features of the metaheuristic algorithms are the intensification, also
called exploitation, and the diversification, also called exploration. The exploration
phase is responsible for efficiently exploring the search space, while the exploitation
phase searches within the current best solutions neighborhood, and selects the best
solutions (BLUM; ROLI, 2003; GANDOMI et al., 2013; YANG, 2014).

Blum and Roli (2003) summarize some fundamental properties which characterize
metaheuristics:

• “Metaheuristics are strategies that ‘guide’ the search process.”

• “The goal is to efficiently explore the search space in order to find (near-)
optimal solutions.”
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• “Techniques which constitute metaheuristic algorithms range from simple
local search procedures to complex learning processes.”

• “Metaheuristic algorithms are approximate and usually non-deterministic.”

• “They may incorporate mechanisms to avoid getting trapped in confined
areas of the search space.”

• “The basic concepts of metaheuristics permit an abstract level description.”

• “Metaheuristics are not problem-specific.”

• “Metaheuristics may make use of domain-specific knowledge in the form
of heuristics that are controlled by the upper level strategy.”

• “Todays more advanced metaheuristics use search experience (embodied
in some form of memory) to guide the search.”

A huge number of metaheuristics can be found in the literature (DU; SWAMY, 2016;
JR. et al., 2013; SORENSEN et al., 2017). They can be classified in different ways.
Among these methods, there are two main categories:

Single-solution based does the search by using only one solution at a time;
and

Population-based uses a set of solutions for exploring the search space.

Other classification attends their inspiration:

Evolution Evolutionary Programming (EP) (FOGEL, 1999), Evolution
Strategies (ES) (BEYER, 2013), Genetic Algorithms (GA) (HOLLAND,
1992), Genetic Programming (GP) (LANGDON; GUSTAFSON, 2010), Dif-
ferential Evolution (DE) (DAS; SUGANTHAN, 2011), Cultural Algorithms
(CA) (REYNOLDS, 1994), and Biogeography-Based Optimization (BBO)
(SIMON, 2008);

Swarm intelligence Particle Swarm Optimization (PSO) (EBERHART;

KENNEDY, 1995; KENNEDY, 2010), Ant Colony Optimization (ACO)
(DORIGO; BIRATTARI, 2010; DORIGO et al., 2006), Artificial Bee Optimiza-
tion (ABC) (KARABOGA; BASTURK, 2007), Bacterial foraging optimization
(BFO) (DAS et al., 2009), Intelligent Water Drops (IWS) (SHAH-HOSSEINI,
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2009), and Artificial Immune Systems (AIS) (CASTRO; TIMMIS, 2002);

Human-based Memetic Algorithms (MA) (MOSCATO, 1989), and Harmony
search (HS) (GEEM et al., 2001).

Sciences-based Simulated Annealing (SA) (KIRKPATRICK et al., 1983), Par-
ticle Collision Algorithm (PCA) (SACCO; OLIVEIRA, 2005) and Multi-
Particle Collision Algorithm (MPCA) (LUZ et al., 2008).

Not inspired in nature Local Search (LS), Greedy Heuristic (GH), Scatter
Search (SS), Tabu Search (TS), and Iterated Local Search (ILS).

4.1.2 Hybrid algorithms

Hybrid metaheuristics are methods that combine a metaheuristic with other opti-
mization approaches, such as exact methods (JOURDAN et al., 2009), algorithms from
mathematical programming, constraint programming, machine learning, or even ar-
tificial intelligence (RAIDL, 2006; RAIDL et al., 2010).

This cooperation can be done in an easy way, where the local method refines the
solution obtained from the metaheuristic. Also, a more complex way of hybrid algo-
rithms can be found, in which the single methods are intermingled.

Hybridizing different algorithmic concepts allows obtaining a better performance,
exploiting and combining the advantages of single strategies (BLUM et al., 2010).

Hybrid algorithms can be classified into two main types (TALBI, 2002; JOURDAN

et al., 2009): low-level, with a functional composition, where a given function of
a metaheuristic is replaced by another method or high-level: there is no compo-
sition of the different algorithms, retaining their own identities; and working as a
relay, where one algorithm takes as its inputs the output of the previous algorithms,
working in series, like a pipeline, or a teamwork, using cooperative optimization
models.

Another classification was presented by Talbi (2002), where the hybrid algorithm
was divided in homogeneous, when all the combined algorithms use the same
metaheuristic, or heterogeneous, in which different metaheuristics are used; in
global, with all the algorithms searching in the whole search space, or partial, when
the problem is divided into sub-spaces, and the algorithms perform the search in its
search space; and in general, when all the algorithms solve the same optimization
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problem, or specialist, when each algorithm solve a different problem.

A new classification was made by Ting et al. (2015), separating the hybrid algorithms
into two groups according to their taxonomy:

• Collaborative hybrids combine two or more algorithms that could work in
three ways:

– Multi-stage, combining two stages: a global search followed by a local
search;

– Sequential, running both algorithms alternatively until a stopping cri-
terion is met; or,

– Parallel, where the algorithms run simultaneously over the same pop-
ulation.

• Integrative hybrids, where a master algorithm has other algorithm embed-
ded working in two possible ways:

– with a full manipulation of the population at every iteration, or

– with the manipulation of a portion of the population.

4.2 Multi-Particle Collision Algorithm

Multi-Particle Collision Algorithm (MPCA) is a metaheuristic inspired by the
physics of nuclear particle collision reactions created by Luz et al. (2008) based
on the Particle Collision Algorithm (PCA) from Sacco and Oliveira (2005). It is
based on the scattering and absorption phenomena that occur inside the nuclear
reactor. Scattering is when an incident particle is scattered by a target nucleus,
while absorption is when an incident particle is absorbed by the target nucleus, as
depicted in Figure 4.2.

Figure 4.2 - Phenomena inside a nuclear reactor that inspire MPCA: (a) scattering; and (b) ab-
sorption.

(a) (b)
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In MPCA, a set of particles (i.e. candidate solutions), travels through the search
space. There are three primary functions: perturbation, exploitation, and scattering.
New solutions are created perturbing the particles. After the perturbation is applied,
if the new position of the particle is better than the previous one, an intensification
is made in its neighborhood, looking for improving, even more, the solution found. If
the new particle position is worse than the previous one, two possible processes can
be done, depending on a predefined probability: a new random position is generated,
or a local search is performed in the neighborhood of the particle. The flowchart of
the MPCA is shown in Figure 4.3, and the pseudo-code is presented in Algorithm 4.1.

Figure 4.3 - Flowchart of the Multi-Particle Collision Algorithm
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Algorithm 4.1 Multi-Particle Collision Algorithm
1: Set MPCA control parameters (Nprocessors, Nparticles, Nmpca

F E , N blackboard
F E , sl, su, Rinf , Rsup)

2: for i← 1 to Nprocessors do . Initial set of particles
3: NF Ei = 0, N lastUpdate

F Ei
= 0

4: for j ← 1 to Nparticles do
5: si,j = RandomSolution
6: NF Ei

= NF Ei
+ 1

7: sb
i = UpdateBlackboard . Initial blackboard

8: while NF Etotal
< Nmpca

F E do . Stopping criteria
9: NF Etotal

= 0
10: for i← 1 to Nprocessors do
11: for j ← 1 to Nparticles do
12: s?

i,j = Perturbation(si,j)
13: if J(s?

i,j) < J(si,j) then
14: si,j = s?

i,j

15: si,j = Exploration(si,j)
16: else
17: si,j = Scattering(si,j , s?

i,j , sb
i )

18: if J(si,j) < J(sb
i ) then

19: sb
i = si,j

20: if NF Ei - N lastUpdate
F Ei

> N blackboard
F E then

21: for i← 1 to Nprocessors do . Blackboard
22: sb

i = UpdateBlackboard
23: N lastUpdate

F Ei
= NF Ei

24: NF Etotal
= NF Etotal

+ NF Ei

25: for i← 1 to Nprocessors do . Final blackboard
26: sb

i = UpdateBlackboard
27: return sb

1

MPCA has been used in the solution of some optimization problems such as fault
diagnosis (ECHEVARRÍA et al., 2012), automatic configuration of neural networks
applied to atmospheric temperature profile identification (SAMBATTI et al., 2012),
data assimilation (ANOCHI et al., 2015) and climate prediction (ANOCHI; CAMPOS

VELHO, 2014), as well as in the solution of an inverse radiative problem (HERNÁNDEZ

TORRES et al., 2015a), obtaining good results.

A parallel version of MPCA using OpenMPI1 was implemented in FORTRAN 90,
in a multiprocessor architecture with distributed memory machine.

4.2.1 Initial set of particles

The initial set of particles is constituted by Nparticles particles. The generation of
candidate solutions in the initial set of particles can be performed in two ways:

1https://www.open-mpi.org/

54

https://www.open-mpi.org/


using good solutions known so far, or creating the solution randomly within the
search space.

For generating a random solution, each coordinate d of a solution s = (s1 , · · · , s
D

)
is found as:

s
d

= sl
d

+ (su
d
− sl

d
)× rand(0, 1) . (4.1)

4.2.2 Perturbation function

The Perturbation function performs a random variation of a particle within a
defined range. A perturbed particle s? is completely defined by its coordinates:

s?
d

= s
d

+
(
su

d
− s

d

)
R−

(
s

d
− sl

d

)
(1−R) , (4.2)

where s is the particle to be perturbed, su
d

and sl
d

are the upper and the lower limits
of the defined search space, respectively, and R = rand(0, 1).

The pseudo-code of this function is shown in Algorithm 4.2.

Algorithm 4.2 Perturbation function
1: function Perturbation(s)
2: for d← 1 to D do
3: R = rand(0, 1)
4: s?

d
= s

d
+
(
su

d
− s

d

)
R−

(
s

d
− sl

d

)
(1−R)

5: if s?
d

> su
d

then
6: s?

d
= su

d

7: else if s?
d

< sl
d

then
8: s?

d
= sl

d

9: NF E = NF E + 1
10: return s?

If J(s?) < J(s), then the particle s is replaced with s?, and the Exploitation func-
tion (see Section 4.2.3) is activated, performing an exploitation in the neighborhood
of the particle. If the new perturbed particle s? is worse than the current particle s,
the Scattering function (see Section 4.2.4) is launched.

4.2.3 Exploitation function

In this stage, the algorithm performs a series of N exploitation
F E small perturbations,

computing a new particle s§ each time, using the following equation for each coor-
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dinate:
s§

d
= s

d
+ (u− s

d
) R− (s

d
− l) (1−R) , (4.3)

where u = s
d
× rand(1, Rsup) is the small upper limit, and l = s

d
× rand(Rinf , 1)

is the small lower limit, with a superior value Rsup and a inferior value Rinf for the
generation of the random number. Rsup and Rinf are both defined empirically.

The pseudo-code of this function is shown in Algorithm 4.3 and Algorithm 4.4.

Algorithm 4.3 Exploitation function
1: function Exploitation(s)
2: for n← 1 to Nexploitation

F E do
3: s? = SmallPerturbation(s)
4: NF E = NF E + 1
5: if J(s?) < J(s) then
6: s = s?

7: return s

Algorithm 4.4 Small Perturbation function
1: function SmallPerturbation(s)
2: for d← 1 to D do
3: u = s

d
× rand(1, Rsup)

4: l = s
d
× rand(Rinf , 1)

5: R = rand(0, 1)
6: if u > su

d
then

7: u = su
d

8: if l < sl
d

then
9: l = sl

d

10: s§
d

= s
d

+ (u− s
d
) R− (s

d
− l) (1−R)

11: return s§

4.2.3.1 Exploitation in a single random dimension each time

The exploitation function is modified, performing a small perturbation in only one
dimension chosen randomly, as shown in Algorithm 4.5.
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Algorithm 4.5 Small Perturbation in a single random dimension function
1: function SmallPerturbation(s)
2: d = rand(0, 1)× (D − 1) + 1;
3: u = s

d
× rand(1, Rsup)

4: l = s
d
× rand(Rinf , 1)

5: R = rand(0, 1)
6: if u > su

d
then

7: u = su
d

8: if l < sl
d

then
9: l = sl

d

10: s§
d

= s
d

+ (u− s
d
) R− (s

d
− l) (1−R)

11: return s§

4.2.4 Scattering function

The Scattering function works as a Metropolis scheme. The pseudo-code is pre-
sented in Algorithm 4.6.

Algorithm 4.6 Scattering function
1: function Scattering(s, s?, sb)
2: Calculate ps

3: if ps > rand(0, 1) then
4: s = RandomSolution
5: NF E = NF E + 1
6: else
7: s = Exploration(s)
8: return s

The particle is replaced by a new random solution s using Equation (4.1), or the
exploitation is made, with a given probability.

The scattering probability ps can be found in some different ways, such as:

• Truncated exponential distribution:

ps = 1− J(sb)
J(s) . (4.4)
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• Cauchy distribution:

ps = 1

πγ

1 +
(

J(s)− J(sb)
γ

)2
 , γ = 1 . (4.5)

4.2.5 Blackboard updating function

A mechanism called blackboard updating allows sending the best solution overall
reached in certain moments of the algorithm to the other particles. That moment is
determined by the number of function evaluations. Each N blackboard

F E function evalu-
ations, the best particle overall s♦ is selected and sent to all the particles, updating
the reference sb.

Algorithm 4.7 UpdateBlackboard function using MPI
1: function UpdateBlackboard(sb)
2: if is master processor then
3: s♦ = sb

4: for i← 1 to Nprocessors do
5: s = MPI_RECEIVE(i) . Receive best particle from each processor
6: if J(s) < J(s♦) then
7: s♦ = s . Update the best particle overall
8: MPI_BROADCAST(s♦) . Send best particle overall to the other processors
9: else . Other processors

10: MPI_SEND(sb) . Send the self best particle to the master processor
11: MPI_BROADCAST(s♦) . Wait for the best particle overall
12: return s♦

4.2.6 Stopping criteria

As for stopping criterion, a maximum number of function evaluations (Nmpca
F E ) is

defined.

4.3 Opposition-Based Optimization and some mechanisms derived

The Opposition-based Learning (OBL) mechanism was created by Tizhoosh (2005)
in 2005. The idea of OBL is to consider the opposite of a candidate solution, which
has a certain probability of being closer to the global optimum.

Some mechanisms derived from OBL have been developed, such as Quasi-
opposition (QO), Quasi-reflection (QR), Center-based sampling (CB), and
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Rotation-based Learning (RBL) (ERGEZER et al., 2009; RAHNAMAYAN et al., 2007;
TIZHOOSH; VENTRESCA, 2008). QO reflects a point to a random point between the
center of the domain and the opposite point. QR projects the point to a random
point between the center of the domain and itself. CB creates a point between itself
and its opposite.

In a short amount of time, these mechanisms have been utilized in different soft
computing areas, improving the performance of various techniques of Computational
Intelligence, such as metaheuristics, artificial neural networks, fuzzy logic, and other
applications (XU et al., 2014).

For a better understanding of the mechanisms, it is necessary to define the concept
of some specific numbers.
Definition 4.1. Let s ∈

[
sl, su

]
be a real number, and c = (sl +su)/2. The opposite

number so, the quasi-opposite number sqo, the quasi-reflected number sqr, and the
center-based sampled number scb are defined as:

so =sl + su − s; (4.6)

sqo =rand(so, c); (4.7)

sqr =rand(c, s); (4.8)

scb =rand(so, s). (4.9)

Figure 4.4 shows a graphical representation of these numbers.

Figure 4.4 - Graphical representation of the opposition number (so), quasi-opposite number (sqo),
quasi-reflected number (sqr) and center-based sampled number (scb) from the original
number s

sl so c s su

sqo

scb

sqr

Definition 4.2. Let s = (s1 , · · · , s
D

) ∈ RD be a point, s
d
∈
[
sl

d
, su

d

]
, ∀d ∈

(1, . . . , D). The opposite point so, the quasi-opposite point sqo, the quasi-reflected
point sqr, and the center-based sampled point scb are completely defined by their

59



coordinates:

sod
=sl

d
+ su

d
− s

d
; (4.10)

sqod
=rand(sod

, c
d
); (4.11)

sqrd
=rand(c

d
, s

d
); (4.12)

scbd
=rand(sod

, s
d
). (4.13)

The Rotation-Based Learning (RB) mechanism is another extension of the OBL
(LIU et al., 2014), and the Rotation-Based Sampling (RBS) is a combination of the
Center-Based Sampling and RBL mechanisms.
Definition 4.3. Let s ∈

[
sl, su

]
be a real number, and c = (sl +su)/2 be the center.

Draw a circle with center c and radius c − sl. The point (s, 0) is projected on the
circle. Defining the quantity from the original number to the center u = s − c, the
length from the original number to the corresponding intersection point l on the
circle v =

√
(s− sl) (su − s), and the deflection angle β = β0N (1, δ), with mean β0

and standard deviation δ. The rotation number sr is defined as:

sr = c + u× cos β − v × sin β . (4.14)

Definition 4.4. The rotation-based sampling number srbs is defined as:

srbs = rand(sr, s) . (4.15)

The geometric representation in a 2D-space of the Rotation and the Rotation-Based
Sampling numbers is shown in Figure 4.5.

Figure 4.5 - Geometric interpretation of the Rotation (sr) and the Rotation-based Sampling (srbs)
numbers in 2D space
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Similarly to Definition 4.2, the concepts of rotation and rotation-based sampling
points are enunciated:
Definition 4.5. Let s = (s1 , · · · , s

D
) ∈ RD be a point, and s

d
∈
[
sl

d
, su

d

]
,∀d ∈

(1, · · · , D). The rotation point sr, is completely defined by their coordinates:

srd
= c

d
+ u

d
× cos β − v

d
× sin β . (4.16)

Definition 4.6. Let s = (s1 , · · · , s
D

) ∈ RD be a point, and s
d
∈
[
sl

d
, su

d

]
,∀d ∈

(1, · · · , D). The rotation-based sampling number srbs is completely defined by their
coordinates:

srbsd
= rand(srd

, s
d
) . (4.17)

Definition 4.7. Opposition-based Optimization – Let s ∈ RD be a point (i.e.,
candidate solution), and so a opposite point of s (i.e., opposite candidate solution).
If J(so) ≤ J(s), then the point s can be replaced with so, which is better, otherwise
it will maintain its current value.

The solution and the opposite solution are evaluated simultaneously, and the opti-
mization process will continue with the better one.

The same idea of the Opposition-based Optimization is applicable for the other
mechanisms. To abbreviate, when the text refers to all these mechanisms, the terms
OBO or Opposition will be used without distinction. Algorithm 4.8 shows a pseudo-
code of a possible computational implementation of the Opposition.
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Algorithm 4.8 Opposition function
1: function Opposition(s)
2: for d← 1 to D do
3: Obtain sl

d
, su

d

4: c
d

=
(
sl

d
+ su

d

)
2 . Calculate center of the search space

5: sod
= sl

d
+ su

d
− s

d
. Calculate opposite point

6: R = rand(0, 1)
7: switch type do
8: case quasi-opposition
9: if s

d
< c

d
then

10: sod
= c

d
+ R (sod

− c
d
)

11: else
12: sod

= sod
+ R (c

d
− sod

)
13: case quasi-reflected
14: if s

d
< c

d
then

15: sod
= s

d
+ R (c

d
− s

d
)

16: else
17: sod

= c
d

+ R (s
d
− c

d
)

18: case center-based sampling
19: if s

d
< c

d
then

20: sod
= s

d
+ R (sod

− s
d
)

21: else
22: sod

= sod
+ R (s

d
− sod

)
23: case rotation-based sampling
24: u

d
= s

d
− c

d

25: v
d

=
√(

s
d
− sl

d

) (
su

d
− s

d

)
26: srd

= c
d

+ u
d
× cos β − v

d
× sin β

27: if s
d

< c
d

then
28: sod

= s
d

+ R (srd
− s

d
)

29: else
30: sod

= srd
+ R (s

d
− srd

)
31: default . Opposition
32: sod

= sod

33: NF E = NF E + 1
34: if J(so) < J(s) then
35: return so

36: else
37: return s

4.4 Multi-Particle Collision Algorithm with Opposition-Based Opti-
mization derived mechanisms

The hybrid of MPCA with Opposition is defined as follows. The pseudo-code of the
computational implementation of the generic algorithm is shown in Algorithm 4.9.
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Algorithm 4.9 Multi-Particle Collision Algorithm with Opposition
1: Set MPCA control parameters (Nprocessors, Nparticles, Nmpca

F E , N blackboard
F E , sl, su, Rinf , Rsup)

2: for i← 1 to Nprocessors do . Initial set of particles
3: NF Ei = 0, N lastUpdate

F Ei
= 0

4: for j ← 1 to Nparticles do
5: s?

i,j = RandomSolution
6: NF Ei

= NF Ei
+ 1

7: s?
i,j = Opposition(s?

i,j)
8: for i← 1 to Nprocessors do . Initial blackboard
9: sb

i = UpdateBlackboard
10: while NF Ei

< Nmpca
F E do . Stopping criteria

11: for i← 1 to Nprocessors do
12: for j ← 1 to Nparticles do
13: si,j = Perturbation(s?

i,j)
14: if J(si,j) < J(s?

i,j) then
15: s?

i,j = si,j

16: s?
i,j = Exploration(s?

i,j)
17: else
18: s?

i,j = Scattering(s?
i,j , si,j , sb

i )
19: if J(s?

i,j) < J(sb
i ) then

20: sb
i = s?

i,j

21: sb
i = Opposition(sb

i )
22: if NF Ei

- N lastUpdate
F Ei

> N blackboard
F E then

23: for i← 1 to Nprocessors do . Blackboard
24: sb

i = UpdateBlackboard
25: N lastUpdate

F Ei
= NF Ei

26: for i← 1 to Nprocessors do . Final blackboard
27: sb

i = UpdateBlackboard
28: return sb

1

4.4.1 Initialization using Opposition

Random number generation is commonly the most used choice to create an initial
population. The use of opposition working together with randomness permits to
obtain better-starting candidates even when there is no a priori knowledge about
the solution (TIZHOOSH, 2005).

In the proposed hybrid versions, the first step is to create the initial solution for
each particle as usual. Next, the opposite solution is calculated within the search
space

[
sl

d
, su

d

]
. The original solution is substituted by the opposite if the latter has

a better fitness (see Algorithm 4.9, line 7).
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4.4.2 Traveling in the search space using Opposition

The application of Opposition on the traveling of the particles in the search space
is dependent on the MPCA function being called.

When the Perturbation function is applied on a particle, the opposite particle is
calculated at the same time. The best particle among them will be maintained as
the new particle (see Algorithm 4.10, line 10). The bounds to create the opposite
particle is dynamically reduced to

[
sl

d
, su

d

]
, where sl

d
and su

d
are the minimum and

maximum values for each dimension in all the population of particles.

Algorithm 4.10 Perturbation function with Opposition
1: function Perturbation(s)
2: for d← 1 to D do
3: R = rand(0, 1)
4: s?

d
= s

d
+
(
su

d
− s

d

)
R−

(
s

d
− sl

d

)
(1−R)

5: if s?
d

> su
d

then
6: s?

d
= su

d

7: else if s?
d

< sl
d

then
8: s?

d
= sl

d

9: NF E = NF E + 1
10: s? = Opposition(s?)
11: return s?

When the Exploration is performed, an opposite particle is also calculated, based
on a probability, called jumping rate Jr ∈ [0, 1] (see Algorithm 4.11, lines 6). This
implies that the opposition is applied only few times. The value of Jr is chosen
empirically (SIMON, 2013).

The bounds to create the opposite particle is dynamically reduced to
[
sl

d
, su

d

]
, as was

done in the Perturbation function.

Algorithm 4.11 Exploitation function with Opposition
1: function Exploitation(s)
2: for n← 1 to NF Eexploitation

do
3: s? = SmallPerturbation(s)
4: NF E = NF E + 1
5: if rand(0, 1) < Jr then
6: s? = Opposition(s?)
7: if J(s?) < J(s) then
8: s = s?

9: return s
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In the Scattering function, if a random particle is created, then the opposite par-
ticle is also created using the original bounds

[
sl

d
, su

d

]
. The best particle among then

will be maintained (see Algorithm 4.12, line 6).

Algorithm 4.12 Scattering function with Opposition
1: function Scattering(s, s?, sb)
2: Find ps

3: if ps > rand(0, 1) then
4: sn = RandomSolution
5: NF E = NF E + 1
6: s = Opposition(sn)
7: else
8: s = Exploration(s)
9: return s

After applying the Perturbation, the Exploration, and the Scattering functions
to generate the new solution, according to the Algorithm 4.9, the opposite of the best
particle heretofore is calculated using the computed limits

[
sl

d
, su

d

]
(see Algorithm 4.9,

line 21).

4.5 q-Gradient Method

The first concepts of the q-calculus were developed by Jackson (1908), Jackson
(1910a), Jackson (1910b). At the beginning of the 20th century appeared the
q-analogs of functions, series, special numbers, and the q-derivative concepts, in-
cluding the q-gradient vector.

The q-gradient (qG) method can be described as a q-analog of the steepest descent
method that reduces to its classical version whenever the parameter q = 1. For
q 6= 1, the search direction is likely to be either descent or not descent, and the
method performs a global search.

In the qG method, the search process gradually shifts from global in the beginning
to almost local search in the end (SOTERRONI et al., 2012).
Definition 4.8. Let J be a differentiable (objective) function of D variables, the
D first-order partial q-derivatives of J with respect to the variable sd are given by
Equation (4.1) (SOTERRONI et al., 2011; SOTERRONI et al., 2012; SOTERRONI et al.,
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2013).

Dq
d

,s
d
J(s) =


J(s1 , · · · , q

d
s

d
, · · · , s

D
)− J(s1 , · · · , s

D
)

q
d
s

d
− s

d

, if s
d
6= 0 and q

d
6= 1,

∂J(s)
∂s

d

, otherwise,

(4.1)
where q = (q1 , · · · , q

D
) ∈ RD.

When s
d

= 0 or q
d

= 1, ∀d, the first-order partial q-derivative is the classical first-
order partial derivative.
Definition 4.9. The q-gradient is the vector of the n first-order partial q-derivatives
of f (SOTERRONI et al., 2011; SOTERRONI et al., 2012; SOTERRONI et al., 2013)

∇qJ(s) =
[
Dq1 ,s1

J(s) · · ·Dq
d

,s
d
J(s) · · ·Dq

D
,s

D
J(s)

]
. (4.2)

The qG method uses an iterative procedure that, starting from an initial point s,
generates a sequence s given by:

s = s + αv, (4.3)

where v is the search direction, and α is the step length or the distance moved along
v. Thus, the search direction v in the qG method is the negative of the q-gradient
of the objective function −∇qJ(s) (Equation (4.2)).

The parameters q
d

are generated drawing their values from a Gaussian probability
distribution, such that q

d
s

d
has a standard deviation σ that decreases as the iterative

search proceeds (SOTERRONI et al., 2012; SOTERRONI et al., 2013). The process starts
from a given σ, that is decreased by the reduction factor β : 0 < β < 1. When σ

goes to 0, q
d

tend to unity. The qG method starts as a global search method, and
gradually becomes a local search, with a similar behavior to the steepest descent
method (SOTERRONI et al., 2013)

The step length α is computed by the geometric recursion α = β · α, where β is the
same for updating σ (SOTERRONI et al., 2012; SOTERRONI et al., 2013).

The values of σ and α are normalized by the largest distance within the search space
L, calculated by:

L =

√√√√ D∑
d=1

(su
d
− sl

d
)2 . (4.4)
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4.5.1 Stopping criteria

The stopping criterion is the maximum number of the function evaluations (N qG
F E).

The pseudo-code for the qG method is summarized in the Algorithm 4.13, and its
flowchart is shown in Figure 4.6.

Algorithm 4.13 q-gradient method
1: Given initial point s, σ > 0, α > 0 and 0 < β < 1
2: sb = s
3: while NF E < NqG

F E do . Stopping criterion
4: Generate qs by a Gaussian distribution with σ, and µ = s
5: Calculate the q-gradient ∇qJ(s)
6: d = −∇qJ(s)/‖∇qJ(s)‖
7: s = s + αv
8: if J(s) < J(sb) then
9: sb = s

10: NF E = NF E + 1
11: σ = βσ
12: α = βα

13: return sb
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Figure 4.6 - Flowchart of the q-gradient

Start s, σ, α, β

Stopping criteria met?

Generate qs by N (s, σ)

Calculate the q-gradient ∇qJ(s)

v = − ∇qJ(s)
‖∇qJ(s)‖

s = s + αv

J(s) < J(sb)

sb = s

σ = βσ
α = βα

Return sb

Stop

no

yes

yes

no

4.6 Hooke-Jeeves Pattern Search Method

The direct search method proposed by Hooke and Jeeves (1961) consists of the
repeated application of exploratory moves around a base point s defined in a
n-dimensional space. If these steps are successful, they are followed by pattern moves.

Hooke-Jeeves (HJ) method has been used in some hybrid algorithms, such as HJPCA
(RIOS-COELHO et al., 2010), HJMA (MOSER; CHIONG, 2009), PSO/HJ (KÄMPF et al.,
2010), GAHJ (LONG; WU, 2014), AS+HJ (BRAUN et al., 2015), qG-HJ (HERNÁNDEZ

TORRES et al., 2015b), and MPCA-HJ (HERNANDEZ TORRES et al., 2015).

Figures 4.7 and 4.8, and Algorithms 4.14 and 4.15 show the flowchart and the pseudo-
code of the HJ method, respectively.
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Figure 4.7 - Flowchart of the Hooke-Jeeves direct search method
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Figure 4.8 - Flowchart of the Exploratory function in the Hooke-Jeeves direct search method
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Algorithm 4.14 Hooke-Jeeves pattern search method
1: Choose sc, ρ, hmin
2: while NF E < Nhj

F E and h > hmin do . Stopping criteria
3: s = Exploratory(sc, h)
4: if J(s) < J(sc) then
5: s◦ = s + (s− sc)
6: if J(s◦) < J(s) then
7: sc = s◦

8: else
9: sc = s

10: NF E = NF E + 1
11: else
12: h = h× ρ

13: return sc

Algorithm 4.15 Exploratory function
1: function Exploratory(sc, h)
2: s = sc

3: for d← 1 to D do
4: if J(s + hv

d
) < J(s) then

5: s = s + hv
d

6: NF E = NF E + 1
7: if J(s− hv

d
) < J(s) then

8: s = s− hv
d

9: NF E = NF E + 1
10: return s

4.6.1 Exploratory move

In the exploratory move, the solution is changed adding and subtracting each time,
the column vector v

d
of the search direction matrix V, scaled by a step size h. When

V is the identity matrix, the modification is performed on the d-th element of the
solution s each time. This process is done for all the dimensions of the solution. The
original solution is compared with both solutions (s+hv

d
and s−hv

d
) created, and

the best among them will be returned.

4.6.2 Pattern move

A new pattern point s◦ is calculated as follows:

s◦ = s + (s− sc) , (4.5)

70



where s is the solution obtained from the exploratory move, and sc is the current
solution. If the pattern point s◦ is better than sc, sc will be replaced with s◦. If there
is no improvement, the step size h is reduced in ρ times.

4.6.3 Stopping criteria

A minimum step size hmin and a maximum number of function evaluations Nhj
F E are

defined as stopping criteria.

4.7 Hybrid approaches: OMPCA-HJ and qG-HJ

The hybrid algorithms Multi-Particle Collision Algorithm with Hooke-Jeeves
(MPCA-HJ) and its variants use an integration scheme of the MPCA with Opposi-
tion (OMPCA-HJ), with Center-based Sampling (CMPCA-HJ), or with Rotation-
based Sampling (RMPCA-HJ), for improving the global search stage. The first phase
of exploration is followed by an intensification stage performed by HJ.

Similarly, the q-gradient method with Hooke-Jeeves (qG-HJ) uses the same approach
of the MPCA-HJ, with an exploration phase with qG and an exploitation phase with
HJ.

Figure 4.9 presents the operating flow of the hybrid algorithms.
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Figure 4.9 - Operating flow of the hybrid algorithms: (a) OMPCA-HJ; (b) qG-HJ;
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4.8 Chapter conclusions

The chapter presents the optimization algorithms applied to hybrid approaches used
to solve the inverse problem of damage identification. The descrition of algorithms
includes pseudo-code, flowchart, and an explanation on the operation of MPCA,
and its variants using Opposition, qG method, and HJ direct search method. The
last section presented the scheme to hybridize these algorithms, with an operation
in two stage: the global (exploration) phase, and the local (exploitation) phase.

The next chapter shows a compilation of case studies using the damage identification
methodology presented, where the model is implemented in FORTRAN.
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5 VIBRATION-BASED DAMAGE IDENTIFICATION ON SYSTEM-
S/STRUCTURES MODELED WITH FORTRAN, AND USING IN SIL-
ICO EXPERIMENTAL DATA

FORTRAN is not a flower but a weed – it is hardy,
occasionally blooms, and grows in every computer.

Alan J. Perlis

The methodology presented in the previous chapters for identifying structural dam-
ages will be applied for some structures, whose models were implemented in FOR-
TRAN.

Initially, the steps of the experimental design will be defined. Next, some study cases
will be presented: a damped spring-mass system with 10-DOF, the Kabe’s problem,
the Yang’s problem, a truss system with 12-DOF, a truss model for the International
Space Station, and a cantilevered beam.

5.1 Experimental design

The experimental design to identify damage in structures consists of the following
steps:

(1) Implement the solution of the model of the structure using FORTRAN.

(2) Create in silico observed data uobs using the damage configuration as input
of the model, i.e. modifying the stiffness of the elements (kd∗ = ki).

(3) Add noise to the synthetic measurements.

(4) Set-up the hybrid algorithm depending on the characteristics of the struc-
ture.

(5) Run the hybrid algorithm at least 50 times, and tabulate the output dam-
age parameters.

(6) Compute some statistics, depending on the analysis to be performed.

The lower and the upper bounds of the search space are defined between −5%
and 50% of damage, respectively. A negative damage, although it is not allowed
physically, is set as lower bound. This configuration facilitates the exploration to
the hybrid optimization algorithms, because the most solutions are located in the

73



value of 0%.

Figure 5.1 - Vibration-Based Damage Identification as optimization problem using models imple-
mented in FORTRAN
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All the experiments in this chapter were done on a PC with 8× Intel R© CoreTM

i7-4790 CPU @ 3.60GHz, with 8 GB of memory, operating with Ubuntu 16.04.3 LTS.

The configuration common to all experiments is shown in Table 5.1. Those param-
eters were set empirically.
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Table 5.1 - Control parameters for the hybrid algorithms

Algorithm Parameter Value

MPCA

Nparticles 10
Nmpca

F E 10000
N blackboard

F E 1000
Nexploitation

F E 200
Rinf 0.7
Rsup 1.1
Initial population Random + One solution is set in the best known
ps Cauchy

CBS & RBS Jr 0.01
RBS β0 3.14 rad

δ 0.25

qG
NqG

F E 100000
σ0 0.2L
α0 0.1L
β 0.999

HJ
Nhj

F E 10000
hmin 1× 10−10

ρ 0.8

The way to add noise to the synthetic data will be presented in the next section.

5.1.1 Noise in data

In real life, measurements are commonly corrupted by noise that affects the instru-
mentation channel, including sensors, wires, and other electronic devices. In another
hand, the solution of an inverse problem can be affected by small perturbations or
noise on the measurement.

For testing the robustness of the algorithm in the solution of the inverse problem,
some noise is added to the synthetic measured data (NICHOLS; MURPHY, 2016):

û(t) = u(t) +N (0, σ2), (5.1)

where û(t) is the noisy data, and N (0, σ2) is the Gaussian distribution with mean
0 and variance σ2.

5.2 Case study 1: Damage identification in a damped spring-mass sys-
tem with 10-DOF

The results in this section were presented at the 10th International Conference on
Composite Science and Technology – (HERNANDEZ TORRES et al., 2015).
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The first case in which the methodology will be tested is a damped spring-mass
system with 10-DOF, as shown in Figure 5.2. All the system components are assumed
as m = 10.0 kg, the springs have a stiffness k = 2 × 105 N/m, and the damping
matrix is assumed proportional to the stiffness matrix C = 5.0× 10−3 K. Constant
external force F = 500 sin(5t) N was assumed over the 10th mass, as shown in
Figure 5.3. The numerical integration was performed assuming tf = 5 s, and a time
step ∆t = 5× 10−3 s.

Figure 5.2 - Case study 1: Damped spring-mass system with 10-DOF
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Figure 5.3 - Case study 1: Load applied on the spring-mass system
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The following damage parameters configuration was assumed in the system: a re-
duction of 10% on the 1st spring, 25% on the 3rd, 15% on the 4th, 5% on the 5th, 30%
on the 7th, 20% on the 8th, and 10% on the 10th, as represented in Figure 5.2. Red
color indicates damage. The other elements have been assumed without damage.

Figure 5.4 shows the dynamic response for the displacements masses 1, 5 and 10 for
the system with and without damages.

For this first experiment set, the hybrid algorithm MPCA-HJ was configured as
follows: Nmpca

F E = 10000, N blackboard
F E = 1000, and Nhj

F E = 10000.
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Figure 5.4 - Case study 1: Dynamic responses: deflection in the y-axis vs. time from 0 to 5s of the
element 1 ( ), element 5 ( ), and element 10 of the system with damages ( ),
and element 1 ( ), element 5 ( ), and element 10 ( ) of the system with no
damages.
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Figure 5.5 shows the results for the estimated damage parameters. The main
columns, each one containing five colored bars, represent the spring elements in
the system. White bars indicate the exact damage values, and blue, red and gold
bars represent the estimated damages for noiseless, noise with 2% and 5%, respec-
tively. The results demonstrate that perfect estimation of damage was obtained for
the case with noiseless data. Good results, with a low relative error, were obtained
using 2% and 5% noisy experimental data.

Figure 5.5 - Case study 1: Results using MPCA-HJ on different noise levels
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In the second part of this case study, the same damage configuration was used. Now,
the MPCA-HJ is compared with CMPCA-HJ and RMPCA-HJ. In Figure 5.6, the
average of 50 independent runs of the system is shown, using different noise levels
in the data.

The damage parameter was well estimated for all cases. Using the noiseless data,
results are very similar to the exact values. The time spent by the algorithms is
shown in Table 5.2. The times are similar for all the cases, with a difference of few
seconds.

Table 5.2 - Case study 1: Mean of the computing time (in seconds) spent by the algorithms

Noise level MPCA-HJ CMPCA-HJ RMPCA-HJ
0% 16.2 19.0 15.0
2% 14.8 14.2 16.1
5% 14.7 16.1 17.1
10% 14.2 14.1 14.9

5.3 Case study 2: Damage identification in a truss structure with
12-DOF

Results on the same structure were presented in the 10th International Conference
on Composite Science and Technology – (HERNANDEZ TORRES et al., 2015), and in
the XXXVI Iberian Latin-American Congress on Computational Methods in Engi-
neering (HERNÁNDEZ TORRES et al., 2015b).

The methodology is now tested on a three-bay truss structure modeled with 12 bars
and 12-DOF, as shown in Figure 5.7.

Figure 5.7 - Case study 2: Three-bay truss structure
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Figure 5.6 - Case study 1: Results with different configurations
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Properties and dimensions of the structure are shown in Table 5.3. The damping
matrix is assumed proportional to the stiffness matrix (C = 10−5K). External forces
in the positive diagonal direction and contants over the time are imposed over the
nodes 1 and 2. Initial conditions for displacement and velocity are equal to zero
(u(0) = 0, u̇(0) = 0). The final time for all the numerical simulations was assumed
as tf = 5× 10−2 s, with a time step of 5× 10−4 s.

Table 5.3 - Case study 2: Material properties

Property Value
Element type Bars
Material Aluminum
Youngs modulus (E) 70 GPa
Material density (ρ) 2700 kg/m3

Square cross section area (A) 2.5× 10−5 m2

Non-diagonal elements length (l
non−diagonal

) 1.0 m
Diagonal elements length (l

diagonal
) 1.414 m

A damage configuration of 15% over the 2nd element, 5% over the 4th, 30% over the
7th, 10% over the 10th and 20% over the 12th element was considered, as represented
in Figure 5.7. All the others elements have been assumed as undamaged.

Figure 5.8 shows the dynamic for the variable ν in the first element for the first
eight seconds.

Figure 5.8 - Case study 2: Dynamic responses: deflection in the y-axis vs. time from 0 to 0.05s of
the node 1 ( ), node 3 ( ), and node 5 of the system with damages ( ), and
node 1 ( ), node 3 ( ), and node 5 ( ) of the system with no damages.
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A comparison is done between qG-HJ, MPCA-HJ, CMPCA-HJ, and RMPCA-HJ.
The algorithms were configured as follows: Nmpca

F E = 100000, N blackboard
F E = 1000,

N qG
F E = 70000, Nhj

F E = 100000.

Figure 5.9 shows the results for the estimated damage parameters in four cases:
using noiseless data and noisy data with level of 2%, 5%, and 10%. White bars
show the simulated damage in the elements. In these experiments, all the algorithms
obtained similar results. All the damages were identified, and almost perfect damage
estimation was obtained for noiseless data. In the experiments that were performed
over the noisy data, the results were getting worse. For the noisy data with 5% and
10%, false positives appeared in the 9th and 11th elements.

The mean of the computing time is shown in Table 5.4. In all cases, except with noise
level of 10%, the RMPCA-HJ obtained the lowest times. qG-HJ obtained computing
times more than 10 times greater than those got with the variations of MPCA-HJ.

Table 5.4 - Case study 2: Mean of the computing time (in second) spent by the algorithms

Noise level MPCA-HJ CMPCA-HJ RMPCA-HJ qG-HJ
0% 29.5 27.8 28.5 245.73
2% 29.1 29.9 27.1 249.27
5% 27.4 28.2 26.4 309.27
10% 26.4 23.9 24.1 253.53

5.4 Case study 3: Damage identification in a model with a similar shape
to the International Space Station

The third case studies a truss structure that has the simplified shape of the Inter-
national Space Station (ISS). ISS is a space station in low Earth orbit. Figure 5.10
shows a photo of the ISS taken from the Space Shuttle Endeavour on December,
2000, after completing the mission STS-97 which installed new solar arrays.
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Figure 5.9 - Case study 2: Results using MPCA-HJ, CMPCA-HJ, RMPCA-HJ, and qG-HJ
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Figure 5.10 - International Space Station

SOURCE: Taken from NASA (2012)

The structure model has 72 bars, and the inferior extreme of the structure is fixed,
resulting in a total of 68-DOF, as shown in Figure 5.11.
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Figure 5.11 - Case study 3: Truss structure with 72 bars

1 218

48

46

44

42

40

38

36

17
54

9
8

7
64

1

19
55

27
28

29
65

35

43

41

14 15 16 20 21 22

12 11 10 45 26 25 24

13

49 51 53 56 58 60

23

50 52 57 59

3 2 37 34 33

5 6 39 30 31

61 63 66 68 3262 67

y

x
+

F1 F2

47
20%

410%

Table 5.5 presents the material properties of the structure. The damping matrix
is assumed proportional to the mass matrix C = 1.7 × 10−1M. External forces
are applied to the nodes 1 and 2 (in blue), in the positive diagonal direction with
components F1x = 105 sin(12t) N , F1y = 5×104 sin(12t) N , F2x = 105 sin(12t) N and
F2y = 2×105 sin(12t) N , as shown in Figure 5.12. Initial conditions for displacement
and velocity are equal to zero (u(0) = 0, u̇(0) = 0). The time step is assumed as
∆t = 5× 10−2 s, and the final time is tf = 5.0 s for the numerical simulations.

Table 5.5 - Case study 3: Material properties

Property Value
Element type Bars
Material Aluminium
Youngs modulus (E) 70 GPa
Material density (ρ) 2700 kg/m3

Square cross section area (A) 8.0× 10−3 m2

Non-diagonal elements length (l
non−diagonal

) 6.0 m
Diagonal elements length (l

diagonal
) 8.485 m
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Figure 5.12 - Case study 3: Loads applied on the 8th and 13th-DOFs of the system
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The maximum number of function evaluations for each hybrid approach is set to
1 × 106, with 9 × 105 evaluations reserved for the global optimization methods.
For the MPCA, the blackboard update was set each 1000 function evaluations. In
these experiments, the best solution known, i.e. the undamaged configuration, is
introduced in the initial population. One candidate solution is initialized with all
values in 100%, while the others solutions are initialized randomly.

Damages in the 4th and the 47th bars were simulated. Figure 5.13 shows the dynamic
response in some nodes of the structure.

All damages were well estimated, as shown in Figure 5.14. A little false positive,
with value of about 5%, appeared using RMPCA-HJ in the 33th element, while for
the qG-HJ was less that 2%. The average time spent by RMPCA-HJ was equal 896
seconds, while by qG-MPCA was equal to 2384 seconds.

Figure 5.13 - Case study 3: Dynamic responses: deflection vs. time from 0 to 0.05s of the DOF
33 ( ), DOF 35 ( ), DOF 37 ( ) and DOF 39 ( ) of the system with
damages , and DOF 33 ( ), DOF 35 ( ), DOF 37 ( ) and DOF 39 ( ) of
the system with no damages.
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Figure 5.14 - Case study 3: Average results for 50 experiments
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5.5 Case study 4: Damage identification in the Kabe’s problem

Results using the same system will be presented in the XXXVII Congresso Nacional
de Matemática Aplicada e Computacional (CNMAC 2017) - (HERNÁNDEZ TORRES

et al., 2017 in press).

In this case study, the methodology is tested on a mass-spring system called Kabe’s
Problem (KABE, 1985). This system has 8-DOF, and 14 springs with a distribution
as shown in Figure 5.15. This problem was first used as a test using Kabe’s Stiffness
Matrix Adjustment (KMA) method (ATALLA, 1996). This system has some pecu-
liarities that makes it a challenge: there are large differences between the magnitude
of the stiffness of the elements (from 1.5 to 1000), and the system has a very high
modal density. All eight natural frequencies have a small difference between them
(ATALLA, 1996).

Figure 5.15 - Case study 4: Kabe’s Problem
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A load f = 50sin(3t) N is applied on the sixth DOF, as shown in Figure 5.16.
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Figure 5.16 - Case study 4: Load applied on the 6th DOF of the system
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Dimensionless values for the masses and stiffness are shown in Table 5.6.

Table 5.6 - Case study 4: Dimensionless mass and stiffness

k1,8 k2,6 k3−5 k7 k9,11,12,14 k10,13 m1 m2−7 m8
1.5 10 100 2 1000 900 0.001 1 0.002

The fourth and seventh elements were simulated as damaged, each one with 10% of
stiffness reduction. Figure 5.17 shows the dynamic for the displacement in the first,
fifth and eighth DOFs for the system with and without damages.

Figure 5.17 - Case study 4: Dynamic responses: deflection in the y-axis vs. time from 0 to 5s of
the mass 1 ( ), mass 5 ( ), and mass 8 of the system with damages ( ), and
mass 1 ( ), mass 5 ( ), and mass 8 ( ) of the system with no damages.
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Experiments were performed assuming noiseless data, and noisy data with a level
of 2%, 5% and 10%, all of them generated synthetically running the direct model.
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The number of runs was set in 50.

Figure 5.18 shows the average of the damage parameters from a set of 50 runs. Both
damages were well estimated. The estimation of the damage in the fourth damage
is deteriorated as noise increases. Also, false positives appeared for the 5th and 6th

springs for all algorithms.

Figure 5.19 shows the boxplot resuming the results obtained from the noiseless and
noisy experimental data. The values of the standard deviation is very high for the
5th and the 6th springs, indicated by the size of the boxplots, being less for the 12th

spring.

Table 5.7 shows the mean of the time spent by the algorithms. Times are very similar
for all algorithms, but RMPCA-HJ is faster than the others.

Table 5.7 - Case study 4: Mean of the computing time (in seconds) spent by the algorithms

Noise level MPCA-HJ CMPCA-HJ RMPCA-HJ
0% 19.7 18.9 17.2
2% 18.3 16.8 16.9
5% 17.6 18.7 17.7
10% 17.9 17.5 16.2
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Figure 5.18 - Case study 4: Results using MPCA-HJ, CMPCA-HJ, RMPCA-HJ and qG-HJ - Mean
for 50 experiments assuming noiseless and noisy data
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Figure 5.19 - Case study 4: Boxplot for 50 experiments on noisy data using RMPCA-HJ. Outliers
are represented with the × symbol.
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5.6 Case study 5: Damage identification in the Yang’s problem

The method is also tested over a 15-DOF damped discrete system called Yang’s
Problem (ATALLA; INMAN, 1998 apud YANG; BROWN, 1996), shown in Figure 5.20.
The system has repeated modes and a high modal density, becoming a complex
system. Table 5.8 shows the nominal parameters for the model, taken from Atalla
and Inman (1998) and converted to the International System of Units.

In the system, loads were applied on the 8th, and the 13th masses, as shown in
Figure 5.21, and described mathematically in Equation (5.2).

F8 = 100 sin(4t), F13 = 50 sin(3t) (5.2)

Figure 5.20 - Case study 5: Yang’s Problem
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Table 5.8 - Case study 5: Parameters of the system. Masses in kg, stiffness in kg/m and damping
in kg s/m.

k1−18 k19 k20 k21 k22 m1−10 m11−15 c1−12 c13−22
175127 192639 157614 210152 140101 0.01175 0.00059 17.5127 1.57127
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Figure 5.21 - Case study 5: Loads applied on the 8th ( ) and 13th ( ) DOFs of the system
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Damages were simulated in the 4th element, with 10% of stiffness reduction, in the
9th spring, with 15%, in the 12th spring, with 20%, and in the 15th and 20th springs,
with 5% each one. Figure 5.22 shows the dynamic for the displacement in the 10th,
13th and 15th masses for the system with and without damages.

Figure 5.22 - Case study 5: Dynamic responses: deflection in the y-axis vs. time from 0 to 5s of
the element 15 ( ), element 13 ( ), and element 10 of the system with damages
( ), and element 15 ( ), element 13 ( ), and element 10 ( ) of the system
with no damages.
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The configuration of the hybrid algorithm is the same that was set in Section 5.5.

Figure 5.23 shows the mean of the damage parameters for 50 runs using noiseless
synthetic data. In this case, the algorithm estimated all the damages in the system,
and appeared some false-positives on the springs 18, 21 and 22. In this case, RMPCA-
HJ obtained the best results.
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Also, in Figure 5.23 are shown the results with noisy synthetic data. The method
detected false damages in all the springs that join the free salient masses with the
rest of the system (springs from 18 through 22). More false-positives appeared in
the spring 13 and 17. As noise increases, the values of the false-positives increase
considerably. With a noise level of 10% appeared a false negative for the damage
located in the 15th spring, except with RMPCA-HJ.

Table 5.9 shows the mean of the computing time for the 50 experiments with each
algorithm. RMPCA-HJ got the best times in the experiments with noiseless data
and with noise level of 2%, while CMPCA-HJ was faster in the experiments with
noise level of 5% and 10%.

Table 5.9 - Case study 5: Mean of the computing time (in seconds) spent by the algorithms

Noise level MPCA-HJ CMPCA-HJ RMPCA-HJ
0% 82.7 67.7 54.5
2% 60.8 65.0 59.8
5% 54.1 50.9 60.9
10% 49.5 40.6 43.7
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Figure 5.23 - Case study 5: Results using MPCA-HJ, CMPCA-HJ and RMPCA-HJ - Mean for 50
experiments on noiseless and noisy data
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5.7 Case study 6: Damage identification in a cantilevered beam

The results in this section will be published in the book Computational Intelligence
in Engineering Problems (HERNÁNDEZ TORRES et al., 2017 forthcoming).

The cantilevered beam shown in Figure 5.24 is modeled with ten beam finite el-
ements. It is clamped at the left end, and each aluminum beam element, with
ρ = 2700 kg/m3 and E = 70 GPa, has a constant rectangular cross section area
with b = 15 × 10−3 m and h = 6 × 10−3 m, a total length l = 0.43 m, and an
inertial moment I = 3.375 × 10−11 m4. The damping matrix is assumed propor-
tional to the undamaged stiffness matrix C = 10−3 K. An external varying force
F (t) = 5.0 sin(3t) N is applied to the tenth element, in the free extreme of the beam,
as shown in Figure 5.26.

Figure 5.24 - Case study 6: Cantilever Beam structure
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Figure 5.25 - Case study 6: Beam model with 20-DOF
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Figure 5.26 - Case study 6: Load applied on the cantilever beam
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Initial conditions for displacement and velocity in all degrees of freedom are equal
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to zero (u(0) = 0, u̇(0) = 0).

For the experiments, the numerical simulation was performed assuming tf = 5 s,
with a time step ∆t = 4× 10−3s.

Synthetic data were taken from the nodes of the structure, by simulating the forward
model of the beam structure.

The algorithms were configured as follows: the number of particles Nparticles = 20,
Nmpca

F E = 200000, N blackboard
F E = 10000, and Nhj

F E = 100000.

5.7.1 Results using a full dataset, with a single damage

In the subcase 1, a single damage was simulated on the first element of the structure,
reducing its initial stiffness in 10%. The others elements remain without changes.

Observed data were taken from all nodes, with a total of 20 time-series with 500
points in each one.

Figure 5.27 shows the dynamic response for the displacement in the nodes 1, 5 and
10 of the system with and without damages.

Figure 5.27 - Case study 6: Dynamic responses: deflection in the y-axis vs. time from 0 to 5s of the
node 1 ( ), node 5 ( ), and node 10 of the structure with damages ( ), and
node 1 ( ), node 5 ( ), and node 10 ( ) of the structure with no damages.
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Four cases are tested: with noiseless data, and noisy data with 2%, 5% and 10%,
respectively. For the analysis in each case, the mean of the results of 50 experiments
was calculated.
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Figure 5.28 shows results for the identification process. The damage was well esti-
mated in all experiments. No false-positives appeared using noiseless data. In the
experiments with noisy data, all algorithms obtained a false-positive in the 10th

element, being higher as the noise is increased.

5.7.2 Results using a full dataset, with a single damage, applying regu-
larization

The maximum entropy regularization operator was used for eliminating the false-
positive in this case. Figure 5.29 shows a comparison of the mean of 50 experi-
ments using MPCA-HJ with and without regularization, in the cases with noisy
data with a level of 2% and 5%, respectively. The regularization parameter was cal-
culated using the Morozov’s discrepancy principle, with α2%

Ω = 0.02× 20 = 0.4 and
α5%

Ω = 0.05× 20 = 1. As shown, the false-positive is totally eliminated in both cases.

5.7.3 Results using an incomplete dataset, with single damage

Observed data were taken from some degrees of freedom: displacements from node
2 and node 10, and rotation from node 5 and node 10. In total, in this case, there
are four time-series with 500 points in each one. For the analysis in each case, the
mean of 50 runs of the inverse solution was calculated.

Similar to the experiments performed with a full dataset in Section 5.7.1, a single
damage of 10% was simulated on the first element, maintaining the other elements
undamaged.

Figure 5.30 shows the means of the estimated damage parameters. For the noiseless
data, the damage was well identified and no false-positives appeared.

For the experiments using 2% and the 5% noisy experimental data, the algorithms
launched false-positives for the 2nd and the 10th elements.

For the experiments using 5% noisy experimental data, it is noticeable that MPCA-
HJ and CMPCA-HJ estimated the damage at the 1st element with the half the its
exact value.

For the experiments using 10% noisy, there is a false-negative obtained by the
MPCA-HJ. All algorithms detected false-positives for the 10th element. MPCA also
got false-positives in the 5th and the 6th elements. CMPCA-HJ and RMPCA-HJ
detect a false-positive in the 9th element.
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Figure 5.28 - Case study 6: Results for the MPCA-HJ, CMPCA-HJ and RMPCA-HJ using a full
dataset - Single damage in the fixed element
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Figure 5.29 - Case study 6: Results for the MPCA-HJ using entropy regularization and a full
dataset - Single damage in the fixed element
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It is important to highlight the increasing level of variation for the results, caused
by noise.

5.7.4 Results using a full dataset, with mixed multi-damage

In the subcase 2, a damage configuration of 10% stiffness reduction on the 2nd

element, 20% on the 4th, 30% on the 6th, 5% on the 9th element, and 10% on the 10th

element was set. The remaining elements are assumed as undamaged. Figure 5.31
shows the results of the mean of 50 experiments for each algorithm. The results were
almost perfect in the case with noiseless data.

In the case using noisy data with a level of 2%, a false-negative appeared in the
9th element, for the CMPCA-HJ and the RMPCA-HJ, while in the 10th element
the CMPCA-HJ got a value almost the half of the exact values, while RMPCA-HJ

100



Figure 5.30 - Case study 6: Results for the MPCA-HJ, CMPCA-HJ and RMPCA-HJ using an
incomplete dataset - Single damage in the fixed element
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over-estimated the value.

In the case with noisy data with levels of 5% and 10%, the effect of the damage in
the 9th element is overshadowed by the noise, and some algorithms cannot estimate
it correctly. The rest of the damages are well located. For the RMPCA-HJ, a false-
positive appeared in the 7th element.

Table 5.10 shows the mean of the computing time for the 50 experiments with each
algorithm. MPCA-HJ got the best times in the experiments with noiseless data and
with noise level of 2% and 5%, while RMPCA-HJ was faster in the experiments with
noise level of 10%.

Table 5.10 - Case study 6: Mean of the computing time (in seconds) spent by the algorithms

Noise level MPCA-HJ CMPCA-HJ RMPCA-HJ
0% 25.1 29.1 26.8
2% 26.3 31.1 27.7
5% 26.6 29.8 28.3
10% 28.3 29.9 26.8

5.7.5 Results using an incomplete dataset, with mixed multi-damage

In this experiment, the same damage configuration of Section 5.7.4 was used. The
observed data present the same characteristics than those used in Section 5.7.3.

Figure 5.32 shows the mean of 50 experiments of damage identification for each
algorithm.

When assuming noiseless experimental data, false-negatives appeared in the 9th and
the 10th elements. The damages in the second and the fourth elements are estimated
with a difference of more than 5%. False-positives appeared in the 3rd and the 8th

elements. In the 6th and 9th elements, the damage values were well estimated, with
a small error. The estimated damage in the 2nd, 4th, and 10th have an error of about
5% around the real value. In the 3rd element appeared a false alarm with a damage
of about 5%.

For the experiments using 2% noisy experimental data, the damage at the 2th and
the 9th elements were not well identified, being confused with those errors that
appeared caused by the presence of the noise. The damage in the 4th element was
detected, but with an error greater than 5%. On the other hand, the damages at
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Figure 5.31 - Case study 6: Results for MPCA-HJ, CMPCA-HJ and RMPCA-HJ using a full
dataset - Configuration with mixed damages
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Figure 5.32 - Case study 6: Results for the MPCA-HJ and RMPCA-HJ using an incomplete dataset
- Configuration with mixed damages
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the 6th and 10th were detected, and the values have an error of less than 5%. Again,
a false alarm appeared at the 3rd element.

For the experiments using 5% noisy experimental data, the results are equivalent to
those achieved with noise level of 2%. The damage at the 9th element was overshad-
owed by the effects of the noise. In the 3rd element, which is undamaged, damage
equal to the estimated in the 4th element was estimated, which has a damage of
20%. Also, false alarms appeared for the 5th and the 7th elements.

5.8 Chapter conclusions

In this chapter, the methodology of SDI defined in the last chapters was applied
on some benchmark systems and structures. A comparison of different hybrid ap-
proaches was done, over cases without noise, and with different levels of noise. A
summary of the false-positives and false-negatives in all cases is shown in Table 5.11.
RMPCA-HJ obtained less false-positives than the other algorithms, and tied with
MPCA-HJ in false-negatives.
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Table 5.11 - Summary of the false-positives (FP) and false-negatives (FN) obtained by the algo-
rithms in the case studies

Structure Noise MPCA-HJ CMPCA-HJ RMPCA-HJ qG-HJ
FP FN FP FN FP FN FP FN

Spring-mass All 0 0 0 0 0 0
Truss 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0
5 2 0 2 0 2 0 1 0
10 2 0 3 0 3 0 3 0

ISS 0 1 0 0 0
Kabe 0 0 0 0 0 0 0

2 1 0 1 0 0 0
5 2 0 2 0 2 0
10 1 0 3 0 3 0

Yang 0 3 0 3 0 2 0
2 5 0 5 0 4 0
5 6 0 6 0 6 0
10 7 0 8 1 6 0

Cantilever 1 0 0 0 0 0 0 0
2 1 0 1 0 1 0
5 1 0 1 0 1 0
10 2 0 1 0 2 0

Cantilever 2 0 0 0 0 0 0 0
2 3 0 2 0 2 0
5 2 0 2 0 1 0
10 2 1 2 0 2 0

Cantilever 3 0 0 0 0 1 0 1
2 0 1 0 1 0 0
5 0 1 0 1 0 0
10 0 0 0 0 1 1

Cantilever 4 0 1 2 1 2 1 2
2 3 2 3 1 3 2
5 2 2 3 0 1 1
10 3 0 4 1 3 2

Total 49 9 53 8 47 9 4 0

For the damped spring-mass system with 10-DOF, a configuration of seven damages
was first used to test the MPCA-HJ, with different noise levels in the synthetic
experimental data. Then, a configuration of three damages was tested to compare
the performance of the MPCA-HJ and two variants, CMPCA-HJ and RMPCA-HJ.

In the second case, the damage identification was done on a truss with 12-DOFs, with
five damaged elements. Results obtained from MPCA-HJ, CMPCA-HJ, RMPCA-
HJ, and the qG-HJ were compared. The best results were obtained by RMPCA-HJ.
qG-HJ was slower than the others.
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In the third case, the methodology is applied on a structure similar to the ISS, with
68-DOFs. Two elements were simulated as damaged on the structure. The RMPCA-
HJ and qG-HJ were compared in this case study. RMPCA-HJ obtained less false
positives than the other method. qG-HJ was much slower than the others.

The methodology was also tested on the Kabe’s problem, with 8-DOF and 14 el-
ements. Two damages were simulated. For all noise levels, actual damages were
identified. In experiments with noiseless data, the identification was successful, but
not perfect. With noisy data, as noise increases, more false positives appeared in the
identification.

A complex system, called Yang’s problem was also tested assuming damages in five
elements. The results for the experiments with noiseless synthetic data were almost
perfect. In the noisy cases, damage over 10% were identified, but a false negative
appeared for the 15th element for the experiments assuming noise level of 5% and
10%. Also, false positive appeared for springs numbered from 17 to 22, being worst
as noise increases.

The sixth case simulates two different damage configuration in a cantilevered beam:
a single damage located close to the fixed end, and mixed damages distributed in five
elements. Same experiments were done with both full set of data, and incomplete set
of data. A comparison was done between results with MPCA-HJ, CMPCA-HJ and
RMPCA-HJ. All damages were identified, and almost perfect results were obtained
for the single damage configuration. A false positive appeared in the 10th element.
This false positive was eliminated applying maximum entropy regulatization in the
solution of the problem. For the multi-damage configuration all damages were well
located, and no false positive appeared with the full dataset. For noisy data, the
methods failed to estimate the damages in the 2th and, in some cases in the 9th and
10th elements.

In the next chapter, the same methodology will be applied on structures modeled
in NASTRAN.
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6 VIBRATION-BASED DAMAGE IDENTIFICATION ON SYSTEM-
S/STRUCTURES MODELED WITH NASTRAN, AND USING IN
SILICO EXPERIMENTAL DATA

In theory, theory and practice are the same.
In practice, theyre not.

Yogi Berra

In the last chapter, the defined methodology was applied in the damage identification
of structures on models implemented in FORTRAN.

In this chapter, the experimental design will be defined for damage identification of
structures with models in NASTRAN. Next, some case studies will be presented: a
2-DOF model, a 10-DOF model, a cantilevered truss, and a cantilevered beam.

NASTRAN (NASA Structural Analysis System) is a Finite Element Analysis pro-
gram for use in Computer-Aided Engineering (MSC, 2001; MSC, 2014), that was
originally developed by National Aeronautics and Space Administration (NASA) in
the mid-1960. The MacNeal-Schendler Corporation (MSC) is one of the principal
developers of the public domain code.

NASTRAN is used to perform static, dynamic, and thermal analysis in linear and
nonlinear systems. Also, it permits to perform automated structural optimization
and embedded fatigue analysis technologies, and uses high-performance computing.

6.1 Experimental design

The proposed damage identification approach takes NASTRAN as the simulator
of the structural model, and the hybrid metaheuristics as optimizer, as shown in
Figure 6.1.
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Figure 6.1 - Vibration-Based Damage Identification as optimization problem using NASTRAN as
a black-box model
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The experiment design for identifying damages with structures modeled in NAS-
TRAN consists of the following steps:

(1) Create the NASTRAN input file of the structure, using the solution 109
(direct solution) or 112 (modal solution).

(2) Create in silico observed data uobs using the damage configuration as input
of the model, i.e. modifying the stiffness of each damaged element.

(3) Add noise to the synthetic measurements.

(4) Set-up the hybrid algorithm depending on the characteristics of the struc-
ture (dimension number, magnitude of the error, etc.).

(5) Run the hybrid algorithm at least 50 times, and tabulate the output dam-
age parameters.

(6) Compute some statistics, depending on the analysis to be performed.

The main program modifies the NASTRAN input file. The stiffness values must
be written in the appropriate element position with the correct format. Then the
nastran application is called, to simulate the performance of the structure with
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the stiffness values configured. NASTRAN returns the requested data (such as dis-
placement, frequency response, modal data) written in a punch file. In the next
step, the program takes the computed model response, and compares it with the
experimentally measured response.

All the experiments in this chapter were done on a PC with 8× Intel R© CoreTM

i7-4790 CPU @3.60GHz, with 8 GB of memory, operating with Ubuntu 16.04.3
LTS.

The configuration common to all experiments is shown in Table 6.1.

Table 6.1 - Case study 6: Control parameters for the hybrid algorithms

Algorithm Parameter Value

MPCA

Nparticles 10
Nmpca

F E 10000
N blackboard

F E 1000
Nexploitation

F E 200
Rinf 0.7
Rsup 1.1
Initial population Random + One solution is set in the best known
ps Cauchy

HJ
Nhj

F E 10000
hmin 1× 10−10

ρ 0.8

6.2 Case study 1: Damage identification in a spring-mass system with
two degrees of freedom

The approach is tested over a spring-mass system with 2-DOF, as shown in Fig-
ure 6.2. In this system, k1 = 100 N/m, k2 = 1 × 104 N/m, m1 = 0.1 kg and
m2 = 10 kg.

Figure 6.2 - Case study 1: Spring mass system with 2-DOF
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A fragment of the bulk section in the NASTRAN input file that models the system
is shown in Listing 6.1.

Listing 6.1 - Case study 1: NASTRAN input file
$ .......2.......3.......4.......5.......6.......7.......8.......9.......10..... $
TIC 777 2 2 0.1
TSTEP 888 1000 0.01 1
GRID 1 0. 2. 0.
GRID 2 0. 1. 0.
GRID 3 0. 0. 0.
GRDSET 13456
CONM2 1 1 0.1
CONM2 2 2 10.0
CELAS2 11 100.0 1 2 2 2
CELAS2 12 1.0 E4 2 2 3 2
SPC 996 3 2

An initial displacement of 0.1 m was set at grid 2. Then, the system is left in free
vibration. The integration time step was set in ∆t = 0.01 s, with a total integration
time t = 10 s. Damping was assumed as negligible.

For the experiments, the optimization algorithm should modify the third column in
the CELAS2 entries, which represent each spring in the system. The third column
defines the scalar spring stiffness.

Damage of 20% stiffness reduction was assumed in both springs, as represented in
Figure 6.2 with red color. For this experiments, the hybrid algorithms MPCA-HJ
and RMPCA-HJ were configured with a maximum number of function evaluations
Nmpca

F E = 10000 and Nhj
F E = 10000, while the blackboard is updated each N blackboard

F E =
1000 evaluations.

Figure 6.3 shows the results for the estimated damage parameters. The main
columns, each one containing three bars, represent the spring elements. White bars
indicate the exact damage values, blue bars represent the estimation by the MPCA-
HJ, and red bars, the estimation by the RMPCA-HJ. The graphic shows a perfect
damage identification using noiseless data, while some errors appear on the estima-
tion using 5% noisy data.

In all these experiments, a value near to zero of the objective function was reached by
the first stage of the hybrid metaheuristics, or exploration phase. It was not necessary
to activate the second stage, or intensification phase, performed by the HJ method.
The zero value was achieved at the evaluation number 827 for the RMPCA, and
2684 for the MPCA, more than three times higher, as shown in Figure 6.4.
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Figure 6.3 - Case study 1: Damage identification on the spring-mass system
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Figure 6.4 - Case study 1: Evolution of the MPCA and RMPCA using noiseless data

101 102 103 104

≈ 0

10−7

10−1
100
101
102
103

NF E = 2684NF E = 827

NF E

O
bj

ec
tiv

e
fu

nc
tio

n
(J

)

MPCA
RBSMPCA

6.3 Case study 2: Damage identification in a spring-mass system with
ten degrees of freedom

The results in this section were presented in the Conference of Computational In-
terdisciplinary Science (CCIS 2016) - (HERNÁNDEZ TORRES et al., 2016).

A spring-mass system with 10-DOF, as shown in Figure 6.5, is tested. In this case,
k1−9 = 100 N/m, k10 = 1 × 103 N/m, m1−9 = 0.1 kg and m10 = 10 kg, and the
system is excited with an external force F (t) = 200 N applied over the element m2.
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Figure 6.5 - Case study 2: Spring mass system with 10-DOF
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A fragment of the NASTRAN input file that models the system is shown in List-
ing 6.2. In the bulk data, the entries to be manipulated are those that begin with
CELAS2, each one representing the springs in the system. The third column in the
card represents the stiffness of the scalar spring.

Listing 6.2 - Case study 2: NASTRAN input file for the spring mass system: segment of the bulk
section that defines the spring properties

$ .......2.......3.......4.......5.......6.......7.......8.......9.......10..... $
CELAS2 11 100 1 2 2 2
CELAS2 12 100 2 2 3 2
CELAS2 13 100 3 2 4 2
CELAS2 14 100 4 2 5 2
CELAS2 15 100 5 2 6 2
CELAS2 16 100 6 2 7 2
CELAS2 17 100 7 2 8 2
CELAS2 18 100 8 2 9 2
CELAS2 19 100 9 2 10 2
CELAS2 20 1000 10 2 11 2

Damage of 10% was assumed in the 3rd element, 25% in the 4th element, 15% in the
5th element, and 5% in the 8th element, as represented in Figure 6.5 with red color.

For this experiments, the hybrid algorithm RMPCA-HJ was configured with
Nmpca

F E = 10000 and Nhj
F E = 10000, and the blackboard updates each 1000 func-

tion evaluations.

Figure 6.6 shows the results of the damage identification. The white bars represent
the value of the simulated damage, and the blue bars represent the damage pa-
rameters estimated by RMPCA-HJ. Results are almost perfect using noiseless data.
False-positives over the 6th, 9th and 10th elements, and a false-negative for the 8th

element appeared using noisy data with a level of 5%.
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Figure 6.6 - Case study 2: Damage identification on the spring-mass system
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6.4 Case study 3: Damage identification in a cantilever truss

The results in this section were presented in the 4th Conference of Computational
Interdisciplinary Science (CCIS 2016) - (HERNÁNDEZ TORRES et al., 2016).

The third case study is a cantilever truss (VENKAYYA, 1971) with 10 bars, as
shown in Figure 6.7. The structure configuration was taken from the NASTRAN
Compatible Finite Elements (CoFE)1 (RICCIARDI et al., 2016). The unit were con-
verted to the International System of Units. In this structure, L = 9.144 m,
P = 444.82 kN , Young’s modulus E = 6.895 × 1010 Pa, and a specific mass equal
to ρ = 27679.9 kg/m3, with area of A = 0.00064516 m2.

Figure 6.7 - Case study 3: Two-bay truss structure
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1http://vtpasquale.github.io/NASTRAN_CoFE/tenBarTrussOptimization.html
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The NASTRAN entries to be manipulated are those that begin with MAT1, which
define the material of single elements, in this case, bars elements. Each line in List-
ing 6.3 represents a single bar in the structure. The Youngs modulus is modified
writing in the third column of the entries.

Listing 6.3 - Case study 3: NASTRAN input file for the cantilever truss: segment of the bulk section
that defines the material properties

$ 1-----2-------3-------4-------5-------6-------7-------8-------
MAT1 101 1. E7 .33 2.59E -4
MAT1 201 1. E7 .33 2.59E -4
MAT1 301 1. E7 .33 2.59E -4
MAT1 401 1. E7 .33 2.59E -4
MAT1 501 1. E7 .33 2.59E -4
MAT1 601 1. E7 .33 2.59E -4
MAT1 701 1. E7 .33 2.59E -4
MAT1 801 1. E7 .33 2.59E -4

Damage of 10% was assumed in the 3rd element, 25% in the 4th element, 15% in
the 5th element, and 5% in the 8th element, as represented in Figure 6.7 with a red
color.

For the experiments, the hybrid algorithm RMPCA-HJ was configured with the
same parameters than the Section 6.2.

Figure 6.8 shows the results of the damage identification. In this case, results are
worse than in the previous cases. Damages in the 3rd, 4th and 5th elements were
well located, but the method misses the severity in the 3rd and 5th elements. The
damage located at the 8th element was barely detected using noisy data, with an
estimated value of about 3%. In the 7th element, that is crossed with the latter
damaged element, appeared a false-positive.
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Figure 6.8 - Case study 3: Damage identification on the truss structure
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6.5 Case study 4: Damage identification in a cantilever beam

In the last case, the methodology is applied on a cantilever beam model, as shown
in Figure 6.9.

The beam has a length ` = 3m, with a radius r = 0.014m, torsional constant j =
6.0×10−8m4, area A = 6.158×10−4 m2, area moments of inertia I = 3.0×10−8 m4,
the weight density ρw = 2.65×104 N/m3, the Young’ modulus E = 7.1×1010 N/m2,
and Poisson’s ratio ν = 0.33. This model comes from the modified example in the
“Chapter 6 - Transient Response Analysis” of the book “Basic Dynamic Analysis
User’s Guide” (NASTRAN, 2004).

Figure 6.9 - Case study 4: Cantilever beam structure
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The damage identification is performed using the modal transient response (SOL
112). Loads are applied to grids 5 and 10, as shown in Figure 6.10. The waveform of
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each load is shown in Figure 6.11 The analysis is run with a time step ∆t = 0.001s,
and tf = 2s. Modal damping of 5% critical damping is used for all modes.

The loads are set using the DLOAD entry, that references two TLOAD2 entries. Each
TLOAD2 entry references a DAREA, and one of them (the one that defines the load
applied at grid 5) references a DELAY entry.

Damage of 10% was assumed in the 2nd and the 4th elements, and a 15% damage
was simulated in the 9th element, as represented in Figure 6.10 with a red color.

Figure 6.10 - Case study 4: Cantilever beam with ten elements with applied loads on nodes 5 and
10. Damages are represented in red.

1 2 3 4 5 6 7 8 9 10

F5 F10

Figure 6.11 - Case study 4: Loads applied on the cantilever beam
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Listing 6.4 - Case study 4: NASTRAN input file for the cantilever beam: bulk section
EIGRL 10 -0.1 3000. 0
TSTEP 27 2000 0.001 1
TABDMP1 25 CRIT +TABD
+TABD 0. 0.05 1000. 0.05 ENDT
DLOAD 22 1.0 1.0 231 1.0 232
TLOAD2 231 241 0 0.0 0.50 2.0 90.
TLOAD2 232 242 262 0 0.0 0.50 4.0 90.
DAREA 241 11 2 6.0
DAREA 242 6 2 3.0
DELAY 262 6 2 0.1
GRDSET 345
MAT1 1 7.1+10 0.33 2.65+4
PARAM WTMASS 0.102
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PBAR 1 1 6.158 -4 3.0 -8 3.0 -8 6. -8 2.414
CBAR 1 1 1 2 0. 1. 0.
CBAR 2 1 2 3 0. 1. 0.
CBAR 3 1 3 4 0. 1. 0.
CBAR 4 1 4 5 0. 1. 0.
CBAR 5 1 5 6 0. 1. 0.
CBAR 6 1 6 7 0. 1. 0.
CBAR 7 1 7 8 0. 1. 0.
CBAR 8 1 8 9 0. 1. 0.
CBAR 9 1 9 10 0. 1. 0.
CBAR 10 1 10 11 0. 1. 0.
GRID 1 0.0 0. 0.
GRID 2 0.3 0. 0.
GRID 3 0.6 0. 0.
GRID 4 0.9 0. 0.
GRID 5 1.2 0. 0.
GRID 6 1.5 0. 0.
GRID 7 1.8 0. 0.
GRID 8 2.1 0. 0.
GRID 9 2.4 0. 0.
GRID 10 2.7 0. 0.
GRID 11 3.0 0. 0.
SPC 21 1 126

Figure 6.12 shows the results of the damage identification. Using noiseless data, all
damages were well located. No false-positive appears, but the results were worse in
the 5th to the 7th elements. The estimated damage in the 2nd element was very close
to the real value, while the results for the 4th and the 9th elements have a difference
of about 5% from the exact damage. Using noisy data, false-positives appeared at
the 1st, the 5th and the 6th elements. and all the damages were were located.

Figure 6.12 - Case study 4: Damage identification on the cantilever beam
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6.6 Chapter conclusions

In this chapter, the methodology was tested on some benchmark systems and struc-
tures modeled on NASTRAN. A comparison of different hybrid approaches was
made over cases without noise added to the synthetic data.

The first case study was a 2-DOF model. Both springs were simulated with a damage
of ten percent. MPCA-HJ and RMPCA-HJ were applied to the damage identifica-
tion, obtaining perfect results.

In the second case, four springs were simulated as damaged in a 10-DOF model. All
damages well identified almost perfectly.

RMPCA-HJ was also used to identify damages in a truss structure with ten bars,
and fixed in two nodes. Damages were simulated in four bars, and all of them were
well identified. A false positive appeared in the seventh bar.

The last experiments were done over a cantilever beam, with three damages which
were well located. The damage in the second element, the closest to the fixed end,
was well identified. Compared to the real value, the estimated damage in the fourth
bar had a difference of two percent, while for the ninth element, the difference was
about five percent. In this case, no false positive appeared.

In all cases, after adding noise in the experimental data, the methodology estimates
all the damages, but some deviations and false-positives appeared in the damage
parameters.
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7 CONCLUSIONS AND RECOMMENDATIONS

I have no special talents. I am only passionately
curious.

Albert Einstein

7.1 Conclusions

The inverse problem of structural damage identification was solved as an optimiza-
tion problem, using different hybrid algorithms.

The structures were modeled with Finite Elements. For some problems, the models
were implemented in FORTRAN language, while for others were designed in the
NASTRAN system.

For the experiments, the acceleration, and displacement time series can be used as
experimental data.

The objective function to be minimized was formulated as the sum of the square dif-
ference between the measured displacement and the data calculated by the forward
model.

Some hybrid metaheuristics were tested. These algorithms have a multi-stage ap-
proach. The first phase performs the global search, and it was done by MPCA or
qG method. The second phase, done by the HJ method, performs the local inten-
sification starting from the best solution found by the first stage. The exploration
skill of MPCA was improved using different mechanisms derived from Opposition.

The methodology was tested on structures with different complexities, with differ-
ent levels of damage. Synthetic data was created to simulate the behaviour of the
damaged structures.

Noiseless and noisy data were considered in tests using models implemented in FOR-
TRAN. The experiments were performed using a full set of data, or using a reduced
dataset, where data was obtained from some nodes.

The maximum entropy regulatization was applied on the damage estimation on the
cantilever beam with one damage. This approach obtained good results, eliminating
the false-positive that appeared in the solution.

In general, good estimations of damage location and severity were achieved. In some
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cases appeared false positives and false-negatives, but in general all large damages
were well identified.

Noiseless data and noisy data with level of 5% were considered in tests using models
in NASTRAN. In this case, the experiments were performed using a full set of data.

Also, good estimations of damage location and severity were achieved. In some cases
appeared false positives, but all damages were well identified.

7.1.1 Main contributions

The main technical and scientific contributions of this thesis are itemized as follows:

1) A hybrid algorithm with MPCA and HJ was developed, with a multi-
stage approach (HERNANDEZ TORRES et al., 2015; HERNÁNDEZ TORRES et

al., 2015b);

2) A hybrid algorithm with qG and HJ was developed, with a multi-stage
approach (HERNÁNDEZ TORRES et al., 2015b);

3) MPCA was improved as follows (HERNÁNDEZ TORRES et al., 2017 in press;
HERNÁNDEZ TORRES et al., 2017 forthcoming):

a) Some mechanisms derived from Opposition were used to improve the
exploration.

b) A new Exploitation function was implemented, modifying a single
random dimension at time.

c) A new way to calculate the scattering probability was tested.

4) In Opposition, a new mechanism derived from RBL and CBS, called
Rotation-based Sampling was tested (HERNÁNDEZ TORRES et al., 2017
forthcoming).

5) The hybrid algorithms were applied to the damage identification on struc-
tures with different complexities implemented in FORTRAN (HERNANDEZ

TORRES et al., 2015; HERNÁNDEZ TORRES et al., 2015b; HERNÁNDEZ TOR-

RES et al., 2017 in press).
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6) The hybrid algorithms were applied to the damage identification on struc-
tures with different complexities modeled in NASTRAN (HERNÁNDEZ

TORRES et al., 2016).

7.2 Recommendations

A list of recommendations is provided below:

• To test other hybrid configurations, for improving the results, decreasing
the computing costs.

• To extend the scope of the methodology, adapting the code to interface
with other CAE software;

• To test the methodology on structures with a high number of DOF;

• To perform controlled experiments for different structures.
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FEATURES AND CLASSIFICATION APPROACHES FOR
VIBRATION-BASED DAMAGE IDENTIFICATION

Table A.1 - Literature overview of features and classification approaches for vibration-based dam-
age identification

Time domain

Time response / waveform

Statistical time series analysis
Correlation functions (COR) (FASSOIS; SAKELLARIOU, 2007)
Autoregressive models (AR) (SOHN et al., 2001)

(FASSOIS; SAKELLARIOU, 2007)
Auto-Regressive Moving Average (ARMA) (SILVA et al., 2008)
Vector-dependent functionally pooled (VFP) (KOPSAFTOPOULOS; FASSOIS, 2006)

Time-frequency analysis
Wavelet transform based methods (WA) (TAHA, 2006)

(SMITH et al., 2007)
(RUCKA, 2011)
(MAHDAVI; Abdul Razak, 2013)
(MONTANARI et al., 2015)

Hilbert(-Huang) transform based methods (HT/HHT) (HUANG et al., 1998)
(CHEN et al., 2014)

Empirical mode decomposition (EMD) (HUANG et al., 1998)
Conjugate-pair decomposition (CPD) (PAI, 2011)

Frequency domain

Fourier / power spectra
Fourier coefficients (FC) (MORASSI, 2007)

Frequency response function / operational deflection shapes
Frequency response function change (FRFCH) (KESSLER, 2002)

(SULAIMAN et al., 2017)
Frequency response function damage index (FRFDI) (BANERJEE et al., 2009)
Frequency response function shape method (FRFSHP) (LIU et al., 2009)
Detection and relative damage quantification indicator (DRQ) (SAMPAIO; MAIA, 2009)
Frequency response assurance criterion (FRAC) (NEFSKE; SUNG, 1996)
Coordinate orthogonality check (CORTHOG) (AVITABILE; PECHINSKY, 1994)
Complex correlation coefficient (CCF) (AUWERAER et al., 1999)
Modal FRF assurance criterion (MFAC) (FOTSCH; EWINS, 2001)
Frequency domain assurance criterion (FDAC) (PASCUAL et al., 1997)
Response vector assurance criterion (RVAC) (SAMPAIO et al., 2003)
Operational deflection shape change (ODSC) (PASCUAL et al., 1999)
Global shape correlation (GSC) (ZANG et al., 2007)
Global amplitude correlation (GAC) (ZANG et al., 2007)

Frequency response function curvature
Frequency response curvature (FRFC) (SAMPAIO et al., 1999)
Strain frequency response damage index (SFRFDI) (MAIA et al., 2003)

Mechanical impedance (Z)
Root mean square deviation (RMSD) (PARK et al., 2003)
Mean absolute percentage deviation (MAPD) (GIURGIUTIU, 2005)
Correlation coefficient deviation (CCD) (GIURGIUTIU, 2005)

Transmissibility function (T)
Transmissibility damage index (TDI) (JOHNSON; ADAMS, 2002)

Antiresonances

Continued on next page
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Table A.1 – Continued from previous page

Antiresonance shift (AFN) (WAHL et al., 1999)
(DILENA; MORASSI, 2004)

Higher harmonics (nonlinear effect)
Higher harmonic imaging (HH) (KROHN et al., 2002)

Modulations (nonlinear effect)
Vibro-acoustic modulations (VAM) (DONSKOY; SUTIN, 1998)

Modal domain

Natural frequencies
Cawley-Adams criteria (CAC) (CAWLEY; ADAMS, 1979)
Damage location assurance criteria (DLAC) (MESSINA et al., 1998)
Multiple damage location assurance criteria (MDLAC) (MESSINA et al., 1998)

Mode shape
Mode shape rotation change (MSRC) (ABDO; HORI, 2002)
Mode shape amplitude change (MS) (MAIA et al., 2003)
Squared mode shape slope change (MSS) (MAIA et al., 2003)
Modal assurance criteria (MAC) (PARLOO et al., 2003)
Inverse modal assurance criteria (IMAC) (ALLEMANG, 2003)
Co-ordinate modal assurance criteria (COMAC) (PARLOO et al., 2003)
Relative mode shape change (RMS) (KHOO et al., 2004)
Fractal dimension method (FD) (HADJILEONTIADIS et al., 2005)
Generalized fractal dimension (GFD) (WANG; QIAO, 2007)

Mode shape curvature
Mode shape curvature method (MSC) (PANDEY et al., 1991)

(CHANDRASHEKHAR; GANGULI, 2009)
Modal strain energy damage index method (MSEDI) (STUBBS; FARRAR, 1995)

(SEYEDPOOR, 2012)
Gapped smoothing method (GSM) (RATCLIFFE, 1997)
Modal strain energy change ratio (MSECR) (SHI et al., 1998)
Curvature damage factor method (CDF) (WAHAB; ROECK, 1999)
Mode shape curvature squared method (MSC) (MAIA et al., 2003)

Modal damping
Specific damping capacity (SDC) (GUILD, 1981)

Dynamic stiffness (combination of modal parameters)
Effective stiffness change (ESC) (KHOO et al., 2004)

Dynamic flexibility (combination of modal parameters)
Modal flexibility method (MFL) (PANDEY; BISWAS, 1994)
Uniform load surface method (ULS) (ZHANG; AKTAN, 1998)
Modal flexibility curvature method (MFLC) (LU et al., 2002)
Uniform load surface curvature (ULSC) (WU; LAW, 2004)
Modal compliance index method (MCI) (CHOI et al., 2005)

Updating methods
Modal flexibility residual (MFR) (JAISHI; REN, 2006)

Other methods
Modal peak density (MD) (CHRYSOCHOIDIS; SARAVANOS, 2004)
Modal filters (MF) (DERAEMAEKER; PREUMONT, 2006)

SOURCE: Adapted from (OOIJEVAAR, 2014; MEDEIROS, 2016)

156



USING NASTRAN FOR TRANSIENT RESPONSE ANALYSIS

NASTRAN (NASA Structural Analysis System) is a potent general purpose finite
element analysis program for use in computer-aided engineering (MSC, 2001; MSC,
2014).

Originally, NASTRAN was developed by National Aeronautics and Space Adminis-
tration (NASA) in the mid-1960. The MacNeal-Schendler Corporation (MSC) was
one of the principal developers of the public domain code.

B.1 NASTRAN files

The most important interface files in NASTRAN are the input and output files. De-
fault extensions for the input file are: dat, nas, or bdf. When the structural analysis
is performed, additional files are created. Most common output files extensions are
(MSC, 2001; MSC, 2014):

f04 Contains the start and stop time for each module executed as well as the
size of the database file;

f06 Contains the results of the analysis, such as the displacements, stresses,
etc., as well as any diagnostic messages;

log Contains system information, such as the name of the computer in which
the program is running on, and any system error encountered.

B.1.1 Input file

The NASTRAN input file contains a complete description of the finite element
model, including the type of analysis to be performed, the model geometry, the def-
inition of the type and material of the finite elements, and the boundary conditions.

The input file is comprised of five distinct sections (NASTRAN Statement (op-
tional), File Management Section (optional), Executive Control Section, Case Con-
trol Section and Bulk Data Section), and three required one-line delimiter (CEND,
BEGIN BULK and ENDDATA), as shown in Figure B.1. The three obligatory sections
are briefly described below:
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Figure B.1 - Structure of the NASTRAN Input file. The required sections are represented in bold.

NASTRAN statement

File Management statement (FMS)

Executive Control statement

CEND

Case Control command

BEGIN BULK

Bulk Data entry

ENDDATA

Executive Control Section This section provides the overall control for the
solution. In this section, the following options can be specified: an optional
ID statement to identify a job, the type of analysis to be performed, an
optional TIME statement to set limits on the maximum allowable CPU
time for the run, and various diagnostics requested. The CEND delimiter
ends this section.

Case Control Section This section follows the Executive Control section and
precedes the Bulk Data section, separated by the BEGIN BULK delimiter. It
contains commands that allow to:

– define/select analysis sub-cases (multiple loadings in a single job execu-
tion);

– define SETS to specify and control the type of analysis output produced
(e.g., forces, stresses, and displacements);

– select output requests for printing, punching and plotting;

– define titles, subtitles and labels for documenting the analysis.

Bulk Data Section This section starts just after the BEGIN BULK delimiter.
The Bulk Data Section section constitutes the majority of the content
of the input file and contains all the information necessary to define the
finite element model, such as geometry, coordinate systems, finite elements,
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element properties, loads, boundary conditions, material properties and so
on.

B.1.2 Output files

The most common output file is the f06 file. NASTRAN writes this file to the unit
6 of FORTRAN. The f06 file contains all the requested results from the analysis,
such as displacements, stresses and element forces, as well as any diagnostic mes-
sages. This file can be used in the process of model checkout and debugging. Also,
NASTRAN can create a punch file (pch) that contains the analysis results in a
fixed-length text table format.

The output from data recovery and plot modules is optional and controlled by
commands in the Case Control section.

B.2 Using NASTRAN for defining structures

NASTRAN bulk data entries may have different formats: a fixed field format with
ten fields per line and eight characters per field, or a free field format, with periods
separating the fields.

Table B.1 - Some commonly used elastic elements in NASTRAN

Dimensionality Entry Use

0D
CELAS Simple spring connecting 2-DOF

CBUSH
Frequency-dependent spring/damper

connecting up to 6-DOF

1D
ROD Pin-ended rod
BAR Prismatic beam
BEAM Straight beam with warping
BEND Curved beam, pipe or elbow

2D
TRIA3 / TRIAR Triangular plate
QUAD4 / QUADR Quadrilateral plate

SHEAR Four sided shear panel

B.2.1 Setting the structures geometry

The GRID bulk data entry is used to define a grid point.
$ -------2-------3-------4-------5-------6-------7-------8-------9-------
GRID ID CP X1 X2 X3 CD PS SEID

in which ID is the grid point identification number; CP is the identification number
of coordinate system in which the location of the grid point is defined; Xi specify the
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location of the grid point in coordinate system, CD is the identification number of
coordinate system in which the displacements, degrees of freedom, constraints, and
solution vectors are defined at the grid point; PS is the permanent single-point con-
straints associated with the grid point, and SEID is the super-element identification
number.

Another entry, GRDSET, is useful, for example, in the case of such problems as trusses
where is needed to remove all the rotational DOF. This entry is set as follow:
$ -------2-------3-------4-------5-------6-------7-------8-------9-------
GRDSET CP CD PS SEID

in which CP is the identification number of coordinate system in which the location
of the grid point is defined, CD is the identification number of coordinate system in
which the displacements, degrees of freedom, constraints, and solution vectors are
all defined at the grid point, PSis the permanent single-point constraints associated
with grid point, and SEID set a superelement identification number.

B.2.2 Defining material properties

There are different ways of doing the mass input: using the MATi entries, which
define the material density, using the scalar mass entries CMASSi and PMASS, or by
using the grid point mass definition CONM1 and CONM2.

For example, MAT1 entry defines a homogeneous1, isotropic2 material using the fol-
lowing format:
$ -------2-------3-------4-------5-------6-------7-------8-------9-------
MAT1 MID E G NU RHO A TREF GE

where MID is the material identification number, E is the Young’s modulus, G is the
Shear modulus, NU is the Poisson’s ratio, RHO is the Mass density, A is the coefficient
of thermal expansion, TREF is reference temperature for the calculation of thermal
loads, and GE is the structural element damping coefficient.

Other entry used in NASTRAN is the CONM2 entry:
$ -------2-------3-------4-------5-------6-------7-------8-------9-------
CONM2 EID G CID M X1 X2 X3

I11 I21 I22 I31 I32 I33

where EID is the element identification number, G is the grid point identification

1Homogeneous: The material is the same nature, regardless of location within the material.
2Isotropic: The material properties do not change with the direction of the material.
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number, CID is the coordinate system identification number, M is the mass value, X1,
X2, X3 are the offset distances from the grid point to the center of gravity of the mass
in the basic coordinate system, and Iij is the mass moment of inertia measured at
the mass center of gravity in the coordinate system defined by field CID.

B.3 Using NASTRAN for transient response analysis

In NASTRAN, the SOL 109 is used to perform direct transient response analysis.
The SOL 112 performs modal transient response analysis (NASTRAN, 2004).

B.3.1 Integration time step

The integration time step is defined by the TSTEP entry card. The time step must
be small enough to represent both the variation in the loading and the maximum
frequency of interest.
$ -------2-------3-------4-------5-------6-------7-------8-------
TSTEP SID N1 DT1 NO1

N2 DT2 NO2
-etc -

In the card TSTEP, SID represents the set identification number, Ni are the number
of time steps, DTi is the integration time step ∆t, and NOi control the output rates,
with output at every NOi time step.

B.3.2 Time-dependent loads

For defining force as a function of time, NASTRAN has two methods: TLOAD1 and
TLOAD2

TLOAD1 is a brute force method, that uses ordered time, load pairs in a table input
f(t), as follows:

F (t) = A× f (t− τ) . (B.1)

TLOAD1 entry is defined as follows:
$ -------2-------3-------4-------5-------6-------7-------8-------
TLOAD1 SID EXCITEDID DELAY TYPE TID US0 VS0

In the card TLOAD1, SID represents the set identification number, EXCITEDID is the
identification number of DAREA or SPCD entry set, DELAY is the time delay τ , TYPE de-
fines the type of the dynamic excitation, TID is the identification number of TABLEDi
entry that defines f(t), and US0 and VS0 are the factor for initial displacements and
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velocities of the enforced DOF, respectively.

TLOAD2 is an analytical-type load with time, defined a dynamic loading of the form:

P (t) =


0 x < (T1 + τ)

At̃−BeCt̃ cos(2πFt + P ) (T1 + τ) ≤ t ≤ (T2 + τ)

0 x > (T2 + τ)

(B.2)

in which t̃ = t − T1 − τ , T1 and T2 are time constants (T2 > T1), F is the
frequency in cycles per unit time, P is the phase angle in degrees, C is the exponential
coefficient, and B is the growth coefficient.

TLOAD2 entry is formated as follows:
$ -------2-------3-------4-------5-------6-------7-------8-------9-------
TLOAD2 SID EXCITEDID DELAY TYPE T1 T2 F P

C B US0 VS0

In the card TLOAD2, SID, EXCITEDID, DELAY, TYPE, US0 and VS0 have the same
definition that in TLOAD1.

B.3.3 Dynamic Load Tabular Function

There exists four types of TABLEDi entries, which define a tabular function for gen-
erating time-dependent dynamic loads.

The TABLED1 entry can perform linear or logarithmic interpolations between points.
The format for this entry has the following form:
$ -------2-------3-------4-------5-------6-------7-------8-------9-------
TABLED1 TID XAXIS YAXIS

X1 Y1 X2 Y2 -etc - ENDT

where TID is the identification number of the table; XAXIS and YAXIS specify a linear
or logarithmic interpolation for the x-axis and the y-axis, respectively; and xi and
yi are the tabular values, in which the values of x are frequency in cycles per unit
time. The term ENDT ends the table input.

B.3.4 Spatial distribution of loading

The DAREA card defines the spatial distribution of a dynamic loading, using the
following format:
$ -------2-------3-------4-------5-------6-------7-------8-------9-------
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DAREA SID P1 C1 A1 P2 C2 A2

in which SID is the identification number, Pi is the ID of the grid, extra, or scalar
point, Ci is the component number, and Ai is the scale factor.

B.3.5 Initial conditions

For imposing the initial conditions of displacement and velocity, the TIC bulk data
entry is used, and selected by the IC case control command.
$ -------2-------3-------4-------5-------6-------7-------8-------9-------
TIC SID

B.3.6 Single-point constraints

A single point constraint applies a fixed value to a translational or rotational com-
ponent at an individual grid point or to a scalar point. This restriction is used for
fixing a structure to the ground, or for removing some DOF that are not utilized in
the structural analysis, for example.

The SPC entry format is defined as follows:
$ -------2-------3-------4-------5-------6-------7-------8-------9-------
SPC SID G1 C1 D1 G2 C2 D2

where SID is the identification number of the single-point constraint set, Gi is the
grid or scalar point identification number, Ci is the component number, and Di is
the value of enforced displacement for all degrees of freedom that were designated.

B.3.7 Damping

The damping in NASTRAN can be modeled using different entries. For viscous
damping, the cards CVISC, CDAMPi and CBUSH are used. The way for defining struc-
tural damping varies from element to element, and it is uniform for the entire model.

For establishing damping versus frequency in modal transient response, the TABDMP1
entry is used. In the case control, the SDAMPING command will set the damping.
$ -------2-------3-------4-------5-------6-------7-------8-------9-------
TABDMP1 ID TYPE

F1 G1 F2 G2 F3 G3 -etc - ENDT
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