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A model simulation of an intense rainfall associated with a case of South Atlantic
Convergence Zone that occurred during 21–24 February 2004 using the Brazilian
developments on the Regional Atmospheric Modelling System was performed.
The convective parameterization scheme of Grell and Dévényi was used to
represent clouds of the sub-grid scale and their interaction with the large-scale
environment. This method is a convective parameterization that can make use of
a large variety of approaches previously introduced in earlier formulations,
considering an ensemble of several hypotheses and closures. The rainfall was
evaluated by six experiments, using different choices of rainfall parameterizations,
providing six different simulated responses for the rainfall field. The sixth
experiment ran with an average among five closures (ensemble mean). The
purpose of this study was to generate a set of weights to compute a best
combination of the ensemble members. This inverse problem of parameter
estimation is solved as an optimization problem. The objective function was
computed with the quadratic difference between five simulated precipitation fields
and observation. The precipitation field estimated by the Tropical Rainfall
Measuring Mission satellite was used as observed data. Weights were obtained
using the firefly optimization algorithm and it was included in the cumulus
parameterization code to simulate precipitation. The results indicated the better
skill of the model with the new methodology compared with the old ensemble
mean calculation.

Keywords: cumulus representation; precipitation; BRAMS; firefly optimization;
inverse problems

1. Introduction

Several processes from the hydrological cycle acting in the watershed can be represented by
simplified mathematical models to simulate the transformation of rainfall into runoff:
rainfall–runoff models. From these models, it is possible to understand better
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hydrological phenomena, description of hydrological scenario, appropriate sizing, provide
data when there is no observational data, analyse on the effects coming from the change of
land use and predict hydrological variables (river flow, for example) on real time [1].

Precipitation is one of the most relevant meteorological variables related to weather
and climate. Several sectors of society and the economy demand knowledge of the
precipitation distribution on space and time, for example, the management and
monitoring of water resources, a key issue for the agriculture and/or energy production,
for the countries like Brazil, as well as the prevention or mitigation of the effects from the
severe weather: action or control of deep dry seasons, or flood condition. The quantitative
treatment for the precipitation prediction is a challenge because there is no unique
parameterization with good performance for all regions in the world [2].

The precipitation results from a complex process of energy and mass (moisture)
transfer between the surface and the atmosphere. Such processes are developed on very
small time and space scales, with the order of minutes and centimetres. The water vapour
convective process determines the cloud development (it could be small, medium, or high).
The precipitation is the final step for long and complex thermo-dynamical exchanges.

Clouds of all scales and meso-scale precipitating systems have a prominent rule for the
general circulation of the atmosphere. They impact the climate system on radiation
balance, changing the temperature, pressure and velocity fields [3]. The clouds are
important for the natural greenhouse effect, essential to the human beings, and maintain a
comfortable average temperature for the planet. The study of the dynamics and the energy
changes associated to the clouds, mainly the deep convection, is very important for a better
understanding of atmospheric systems of large scale [4].

During the past decades, a remarkable effort is focused on representing the clouds and
their process on the environment in the numerical models. However, an appropriated
representation would be obtained using a horizontal resolution ranging from 102 up to
103m. For this level of resolution, it is very expensive from the computational point of
view [4]), even for today. Therefore, an important issue for numerical weather prediction,
for regional and global models, in numerical simulation of phenomena, such as fronts and
cyclones, is to estimate the physical effects of the cumulus convection on the resolvable
scales of the movement by developing quantitative relationships between the cloud effects
and the known parameter of the larger-scale model [4]. For relating the sub-grid effects
from the clouds in the resolved movement scales by the model is known as cumulus
parameterization.

Cloud parameterization is still considered an open problem, even if there are several
schemes for this kind of cloud parameterization [5–10], because a correct prediction is a
persistent challenge.

Grell and Devényi [10], hereafter cited as GD, have introduced a flux mass formalism
based on multi-model ensemble. In this approach, the net effect from the feedback cycle
(environment–cloud) is obtained from the statistical method to compute the optimal
values to the set of parameters to express the precipitation in the model. The GD
parameterization can be applied using different closure schemes together. The ensemble of
parameterizations is to improve the prediction skill. The members of the ensemble are
obtained from perturbations in the function of the convection triggering.

The ensemble set from the GD scheme implanted in the BRAMS (Brazilian Regional
Atmospheric Modelling System – see: Freitas et al. [11]) is constituted by the parameter-
izations from Grell [9], Arakawa and Schubert [6], Kain and Fritsch [12], low-level omega
[13] and moisture convergence [14], hereafter cited as GR, AS, KF, LO, MC, respectively.
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Figure 1 shows a simplified description from the GD parameterization. For each time-step
in the computer model, some fields and parameters are collected (radiation, surface flux and
turbulent diffusion in the planetary boundary layer – PBL), and the total forcing term is
computed for all grid points and applied to the ensemble members. Total forcing is a
summation of the sub-grid scale forcing (radiation, surface flux and turbulent flow in the
PBL) and the large-scale terms (advection on the grid scale). For each different
parameterization, there is a threshold (a trigger function) that determines the generation
of precipitation, and if this is true, the mass flux and the precipitation are calculated
according to parameterization from the ensemble members.

The final result is a set of precipitation predictions. There are several ways to combine
such predictions, in order to get a numerical representation for the forecasting for
precipitation and the atmospheric ratios for the heat and moisture fluxes. For the current
BRAMS version, there are some options to be defined by the user:

(1) Defining a specific parameterization: ðmbÞi, mass flux for a given ensemble
member.

(2) Ensemble average (ENS): mbh i ¼
1
N

PN
i¼1 ðmbÞi.

The ensemble technique has presented good performance [15,16]. The goal of this
article is to improve the results of the multi-model ensemble approach. The idea is to
identify automatically the contribution of each member in the ensemble. This is a type of
parameter estimation inverse problem [17].

There are many applications of inverse methodology in meteorology. An important
inverse problem is to retrieve the temperature and moisture atmospheric profiles from
satellite data [18–24]. Other examples of inverse problem in meteorology are: identification
of glacier instability [25], data assimilation [26,27], a modern use for determining the source
of pollutant emission [28] and the bio-geochemical cycle for the atmospheric gases [29–33].

Figure 1. Flowchart for representing cumulus parameterization by multi-model ensemble of Grell
and Dévényi [10].

Inverse Problems in Science and Engineering 453
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Inverse problems belong to the class of ill-posed problems [34]. There are several
methods to compute an inverse solution [35,36]. Regularization technique becomes the
original inverse problem in a well-posed one, where a constraint is applied to find a subset
of appropriate solutions. In this study, the inverse problem is formulated as an optimized
problem. The optimization problem is solved by a firefly stochastic scheme [37], and the
objective function defined by the square difference between the predicted precipitation
field and the precipitation observed. The experimental data to the rain simulation on
South America is provided by Tropical Rainfall Measuring Mission (TRMM)
satellite data.

First, the methodology is tested on two synthetic experimental data sets. Second, the
approach is employed to simulate an event of intense rainfall on South America on 21
February 2004. This intense rainy period was associated with the South Atlantic
Convergence Zone (SACZ, or ZCAS for the acronym in Portuguese: Zona de
Convergência do Atlântico Sul), during 21 up to 24 February 2004.

2. Field precipitation identification

As already mentioned, the inverse solution is obtained by solving an optimization
problem. The smoothest precipitation field is a constraint used. The constraint is added to
the objective function with the help of a Lagrange multiplier:

JðWÞ ¼
XNW

i¼1

wi P
W
M

� �
i
�P0

" #2

��� PW
M

� �
ð1Þ

where J(W) is the objective function, PW the computed precipitation field, wi the element
of the weight vector W (here, Nw¼ 5), � the regularization operator and � the
regularization parameter. The Tikhonov regularization of zeroth order was used, and it is
given by

� PW
M

� �
¼
X
i

X
j

PW
M

� �2
ij

ð2Þ

where the Frobenius norm was adopted to evaluate the measuring of the smoothness of the
precipitation on the region. There are several methods to estimate the regularization
parameter, among them the Morosov’s discrepancy principle, L-curve and cross-
validation are some. Here, the value �¼ 0.1 was determined by numerical experimentation.

2.1. Forward problem

The BRAMS model, version 4.3[11], was employed to simulate 1 day of intense
precipitation on South America during a SACZ event. The BRAMS was integrated for
48 h, from 19 February 2004 at 12:00 UTC, with new initialization at every 24 h, until the
end of the day 24 February-2004. The horizontal resolution was 25 km, with 38 levels for
the vertical coordinate, where the first level placed at 100m over the surface, and for
moisture initialization, the heterogeneous soil representation was used and updated
[16,38]. The turbulence is modelled by Mellor-Yamada’s [39] scheme, and the vegetation
covering is represented by the Olson Global Ecosystem (OGE) [40] – outside Brazil and
PROVEG data within Brazil – see [41,42]. The surface model is the Land Ecosystem-
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Atmosphere Feedback version 3 (LEAF-3) [43,44]. BRAMS uses parameterizations for

microphysics ([45,46]) and the convective parameterization employed was the GD-2002,

where the ensemble closure was constituted by GR, LO, MC, KF and AS.
For the initial and boundary conditions, the analysis from the general circulation

model (MCGA) from the CPTEC–INPE (CPTEC, Center for Weather Prediction and

Climate Study; INPE, National Institute for Space Research), with resolution T126L28,

where T126 represents the rhomboidal truncated with 126 terms in the spherical harmonic

expansion and L28 the 28 vertical levels in the MCGA–CPTEC model. The analysed

variables were the convective precipitation and the ascending and descending mass fluxes.
The BRAMS model was run with five parameterization schemes separately, obtaining

five different simulations for the day, 21 February. Each simulation is a member of the

forward problem.

2.2. Experiments with synthetic observation

Numerical experiments were designed to evaluate the methodology. In the experiments,

the synthetic observed precipitations were obtained from combining five simulations for

each parameterization. Table 1 presents the indexed weight for each cumulus parameter-

ization. The weights were chosen from a previous qualitative analysis [47]. From such

analysis, the results indicated that parameterizations AS, GR and KF had a better

agreement with the precipitation field measured by the TRMM data on 21 February 2004.

Therefore, these parameterizations will be represented by heavier weights having a greater

contribution for the ensemble.
Therefore, the precipitation field is given by (weights from Table 1):

PS ¼ wASPAS þ wGRPGR þ wKFPKF þ wLOPLO þ wMCPMC ð3Þ

where Pk (k ¼AS, GR, KF, LO or MC) are the precipitation fields computed from the

parameterizations. In order to have a better representation for the experimental data, a

noise is added to the precipitation field (3):

PO ¼ PSð1þ ��Þ ð4Þ

where �¼ 0.02 is the level of the noise and � a random value with Gaussian distribution.

Indeed, the data from the satellite TRMM presents errors on space and time over South

America [48,49].

Table 1. Weights for the synthetic
precipitation field.

Parameterizations Weight

WAS 0.25
WGR 0.35
WKF 0.20
WMC 0.15
WLO 0.05
Summation 1.00

Inverse Problems in Science and Engineering 455
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2.3. Experiment with real observations

In the second experiment, the simulations were also carried out for the day 21 February
2004. The objective function P(W) is for every horizontal grid point in the BRAMS model
with the vector W(x, y). The observation field PO was obtained from the TRMM
satellite data

JðWÞ ¼
XNw

i¼1

Pwi

M

 !
� PO

" #2

þ�� PW
M

� �
: ð5Þ

The set of weights distributed on space was included in the computer model using an
interpolation of the nearest neighbour [50] (http://en.wikipedia.org/wiki/Nearest-neigh-
bor_interpolation). The interpolation procedure is designed to allow any defined space
resolution. Each weight was included to calculate the mass flux equation on the basis of
the cloud, according to each parameterization. Hence, the new mass flux was computed by

mS ¼ wASmAS þ wGRmGR þ wKFmKF þ wLOmLO þ wMCmMC ð6Þ

where mS is the mass flux on the cloud basis and mk (k ¼AS, GR, KF, LO or MC) the
mass flux associated to each parameterization with W(x, y)¼ [wAS(x, y),wGR(x, y),
wKF(x, y),wLO(x, y),wMC(x, y)]

T being the parameterization weights. In our experiment,
the space resolution was maintained constant for the whole simulation period.

3. Firefly optimization method

The optimization problem (1) was solved by the firefly algorithm (FA) proposed by Yang
[37] (see also Yang [51]), and it was employed to calculate inverse solutions [52–54]. The
algorithm is based on the bioluminescence of the fireflies. According to Yang [37], biology
does not have a complete understanding of all functions of the light emission of these
insects, but two of them have already been identified:

(a) It is a tool for communication and attraction to sexual partners.
(b) It is used to attract some prey.

The first function comes from, for certain firefly species, the intermittence, and the
intensity of the flashes is an essential part of the attraction mechanism for both sexes in the
dating ritual. For most species, females are attracted by brightness emitted by the males.
Other characteristic noted is, when a population of fireflies is in the same place, the
emergence of a synchronization in the pattern of the intermittence, implying a self-
organization [37].

Some rules are defined to implement the algorithm: (i) the fireflies are asexual, (ii) the
attraction is proportional to the emitted brightness and decay with the distance among
the fireflies, (iii) the brightness from a firefly is identified as the objective function and (iv)
the attractiveness of a firefly is determined by the intensity of the emitted light.

There are two important information to complete the algorithm: the variation of light
intensity and the formulation of the attractiveness. Here, we just give a description for the
algorithm; a critical examination will be addressed in other contribution, proposing a new
operator (predation) for the FA.

The brightness intensity of a firefly I(x) is related to the position, and the attractiveness
� is relative to the position of the firefly watching the most attractive firefly.

456 A.F. dos Santos et al.
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Therefore, the intensity I depends on the distance rij between the firefly i attracted by the

brightness from the firefly j. However, the light intensity decreases when the distance

increases, and it also depends on the medium where the light is propagated under the

influence on the absorption coefficient.
Initially, it is possible to think that the light intensity decays with the inverse of the

square distance

IðrÞ /
I0
r2

ð7Þ

where I0 is the intensity of the light source. A possible singularity could be to appear in

expression (7) when r¼ 0, but it is possible to circumvent it, as shown below. For a

homogeneous and isotropic medium, the absorption coefficient � is considered constant,

and the decay is given by

dIðrÞ

dr
¼ ��IðrÞ ) IðrÞ ¼ I0e

��r: ð8Þ

One possible strategy for a stronger decay than Equation (9) is a Gaussian decay:

IðrÞ ¼ I0e
��r2 : ð9Þ

The expansion on the Taylor series of the function e��r
2

has a similar behaviour (for

the first expansion terms) to the function 1þ �r2
� ��1

. From this consideration, the

intensity can be expressed as

IðrÞ ¼ I0e
��r2 �

I0
1þ �r2

ð10Þ

Equation (10) has a behaviour of an exponential decay, see Equation (9), and it is

proportional to the inverse of the distance square, following Equation (7).
The attractiveness � is proportional to the light intensity watched by a firefly to the

distance r, and it is given by

�ðrÞ ¼ �0e
��r2 ð11Þ

where �0 is the attractiveness at r ¼ 0. Similar to the function (9), it is possible to express

Equation (11) by

�ðrÞ ¼
�0

1þ �r2
ð12Þ

The distance between two fireflies i and j placed on the points xi and xj is given by the

Euclidean norm

rij ¼ xi � xj
�� ��

2
¼

Xd
k¼1

xi,k � xj,k
� �2" #1=2

ð13Þ

where xi,k is the kth component of the space coordinate of the ith firefly. The movement of

firefly i attracted by another brighter firefly j is determined by

xnþ1i ¼ xni þ �0e
��r2ijðxni � xnj Þ þ �ðrand� 1=2Þ ð14Þ
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where � is the level of random noise and rand a random number from an uniform
distribution in the interval [0, 1]. The second term in the right-hand side represents the
attraction and the third term the stochastic forcing. The random input is to avoid the
attraction to a firefly not necessarily the brightest (the solution could drop in a local
minimum). Imposing a randomness, the opportunity to find a global minimum is
enhanced. The parameter � characterizes the attractiveness, and it is very important for the
performance of the convergence. Theoretically, � 2 ½0,1Þ, but the practice has shown
� / Oð1Þ, and it can be determined from the interval 0:1 � � � 1. The numerical value for
parameter � is crucial for determining the speed of the convergence and the behaviour for
the FA approach [50].

The FA was tested with three different sizes of elements (NF) and with two different
maximum iterations: NF¼ 10, 20, 30 and iter¼ 100, 1000. In the optimization problem,
each firefly represents a candidate solution (a vector with five components), and the
brightest firefly is the best set of weights to the convective multi-model parameterization,
for each grid point, with better evaluation of the objective function J(W).

The precipitation forecasts are evaluated objectively against observation by the root
mean square (RMS) error in 25 different boxes shown in Figure 2, which is defined as:

RMS ¼
1

N

XN
n¼1

1

IJ

XI
i¼1

XJ
j¼1

PMi,j,n
� POi,j,n

� �2" #1=2

ð15Þ

where I and J are the total number of horizontal model grid points used in each box. The
mean RMS in each box was computed using the precipitation obtained with the run
model. A companion score is the bias score defined as: ðPM � POÞ. A perfect forecast
would, therefore, result in RMS¼ 0 and Bias¼ 0. Negative result for ‘Bias’ is the under-
estimation of precipitation, while positive values represent the over-estimation of
precipitation. The RMS highlights high errors.

The South American region is divided into 25 sub-domains (boxes) (Figure 2). Each
box has 38 points on direction x (longitude) and 49 points on direction y (latitude),
representing a total of 9.5� of longitude and 12.25� of latitude (horizontal resolution
with 0.25�).

4. Results

For the period of simulation, the precipitation field estimated by the TRMM satellite is
shown in Figure 3(a). There is a precipitation region crossing South America from the
northwest (on the Equator) to the southeast (Rio de Janeiro state, Brazil). This
precipitation pattern is a characteristic from a SCAZ event, during 5 days over the region.
According to Climálise [55], two SCAZ events were verified in February 2004. One of them
had occurred during the period 20–24, where the precipitation maxima were over the
South Atlantic ocean.

The simulation of the BRAMS model using the ENS approach (Figure 3b) shows the
performance of the model to reproduce the large-scale characteristic associated to the
space pattern of the precipitation distribution on the SCAZ event. However, there is an
over-estimation of the precipitation on the most part of Brazil, and also over the
Intertropical Convergence Zone (ITCZ). On the other hand, the model under-estimated
the precipitation over the west part for the Amazonian region.
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Before applying the inversion scheme to the event shown in Figure 3, the methodology
will be employed to identify synthetic precipitation.

The estimated precipitation field PS, from Equation (4) and the observed precipitation
are shown in Figure 3. The FA is employed to compute the model precipitation (Figure 4b).

Looking at the estimated weights in Table 2, it could be considered a very good
estimation. However, precipitation is a very sensitive variable. The ensemble approach to

Figure 2. Domain where the RMS error and Bias scores were calculated. The squares represent the
locations where the mean scores were calculated.
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the convection was able to give a good qualitative distribution of the precipitation, but
there is a difference between the estimated and observed precipitation fields (Figure 4).

The second experiment was carried out using TRMM satellite data. The estimated
precipitation field (Figure 5a) presents the same space pattern simulated by ENS, but the

Figure 3. (a) Accumulated precipitation for 24 h (mm) on 21 February 2004 estimated by TRMM
satellite, applying 3B42_RT algorithm and (b) simulated precipitation by BRAMS (mm) using ENS
approach for the same day.

Figure 4. (a) Synthetic precipitation field (mm) and (b) estimated precipitation field (mm).
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weighted estimation gives a finer adjustment, minimizing the over-precipitation over the
central region of Brazil and on ITCZ. Figure 4(b) shows the absolute difference between
the observed and estimated precipitations. The weighted ensemble estimation produced an
under-estimation over the west part for the Amazon river basin.

For the new weighted ensemble approach, the over-estimation for precipitation
persists, but it is reduced. Figure 6 presents the mb for the F-ENS (Firefly ENS), showing a
reduction for the over-precipitation, in comparison with standard ENS (Figure 3). From
the analysis of the absolute errors for the convective precipitation fields obtained from
standard ENS (Figure 2b) and the weighted parameterization, the results obtained with
the methodology introduced here were improved.

Table 3 presents the scores computed in each box over the evaluated domain. The
indices xi, xe and yi, ye represent, respectively, the first point and end point in the x and y
directions. In a total of 25 boxes, 14 were marked by high scores using the precipitation
retrieved and 11 using the ensemble mean precipitation. However, when the precipitation
retrieved showed low scores, the ensemble mean showed very high scores.

Figure 5. (a) Total precipitation estimated by 24 h of simulation on 21 February 2004 (mm) and
(b) difference for total precipitation by ENS approach and the weighted ensemble estimation.

Table 2. Estimated weights by the FA.

Parameterizations
True
weight

Estimated
weight

WAS 0.25 0.26
WGR 0.35 0.36
WKF 0.20 0.18
WMC 0.15 0.16
WLO 0.05 0.04
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Table 3. BRAMS model total precipitation RMS error and Bias for: ensemble simple mean (ENS)
and precipitation retrieved using the FA (FY).

xi xe yi ye

Ensemble mean Retrieved

Bias (ENS) RMS (ENS) Bias (FY) RMS (FY)

1 38 1 49 �0.145 3.302 0.655 3.606
1 38 50 98 0.136 1.798 0.003 0.032
1 38 99 147 �0.965 4.342 �0.843 4.252
1 38 148 196 �9.180 19.467 �9.386 17.878
1 38 197 245 0.288 8.403 3.530 14.349

39 76 1 49 0.131 0.678 0.623 2.313
39 76 50 98 �0.521 1.693 0.248 4.657
39 76 99 147 �0.155 3.857 0.153 5.288
39 76 148 196 �7.158 23.874 �17.014 26.038
39 76 197 245 1.767 15.720 �0.081 10.183

77 114 1 49 �0.719 3.154 3.865 10.413
77 114 50 98 �0.315 1.930 �0.320 1.918
77 114 99 147 �0.973 11.409 �4.291 13.348
77 114 148 196 4.072 13.061 �6.248 16.701
77 114 197 245 10.594 17.541 3.429 8.112

115 152 1 49 �1.756 9.675 �3.928 10.663
115 152 50 98 0.471 2.501 1.111 5.570
115 152 99 147 5.735 19.330 �3.378 20.602
115 152 148 196 7.198 16.057 0.956 18.387
115 152 197 245 25.213 31.229 1.576 11.262

153 190 1 49 �13.035 23.109 �15.302 24.967
153 190 50 98 �11.930 33.893 �29.889 46.103
153 190 99 147 5.647 9.162 10.342 18.581
153 190 148 196 8.611 12.299 0.442 7.517
153 190 197 245 15.663 20.765 �1.122 12.692

Figure 6. Convective precipitation (mm) simulated by BRAMS model: (a) weighted estimation and
(b) field of difference.
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5. Final considerations

In this article, the precipitation field is computed from a multi-model ensemble approach,
where the final calculation is given by a weighted average from different parameterizations
for the rainfall. The numerical values of the weights for such average are addressed
formulating the problem as minimizing the generalized functional of least square between
the precipitation computed from five different parameterizations and satellite data. The
firefly meta-heuristic is employed to solve the optimization problem. The methodology
was tested using the meteorological meso-scale BRAMS over South America on the period
of SCAZ event: from 20 up to 24 February, 2004.

Two numerical experiments were carried out. The first one employed synthetic
observations. In the second experiment, the precipitation field was calculated using
TRMM data.

The results obtained with synthetic observation data indicates that FA depends on
numerical values of some parameters: the number of individuals in the firefly population
and the number of iterations. Some tests were carried out to determine good values for
these parameters. The weights were identified with very good precision. For improving the
precision, other stopping criterion could be studied.

Considering the experiment using TRMM data, the estimated precipitation is closer to
the observed field. According to the error field, the absolute error of the estimated
precipitation field is less than that computed by ENS. However, the goal is not to retrieve
the precipitation field, but apply the computed weights into meteorological computer code
BRAMS. Therefore, a computation for the new mass flux mb is also done. The weighted
ensemble average obtained by the firefly optimization presents an impact on the
precipitation fields simulated by the BRAMS. The reduction on the precipitation is not
significant in those regions where the rainfall was not observed. However, this new
methodology acts by minimizing the over-estimation on several regions.

The results encourage the application of numerical methodologies for solving this
inverse problem of parameter estimation. The next step in this investigation is to employ a
larger period of simulations for obtaining a weight set with more number of weights
available for different seasons in the year.

The main goal of this article is to improve the performance of the atmospheric
modelling in CPTEC–INPE. A better representation of deep convection in the numerical
models is a contribution to enhance the skills of the numerical weather prediction and air
quality monitoring by the BRAMS model. Future work will apply the same methodology
to the Global Atmospheric Circulation Model from the CPTEC–INPE.
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[2] D.A. Vila, L.G.G. de Gonçalves, D.L. Toll, and J.R. Rozante, Statistical evaluation of combined

daily gauge observations and rainfall satellite estimates over continental South America,

J. Hydrometeorol. 10 (2009), pp. 533–543.
[3] A. Arakawa, Modelling clouds and cloud processes for use in climate model. The Physical Basis of

Climate and Modelling, GARP Publication Series, no. 16, WMO, Geneva, 1975, pp. 183–197.
[4] W.R. Cotton and R.A. Anthes, Storm and Cloud Dynamics, Academic Press, San Diego, CA,

1989. (International Geophysics Series, Vol. 44).
[5] K. Ooyama, A theory on parameterization of cumulus convection, J. Meteorol. Soc. Jpn. 39

(Special issue) (1971), pp. 744–756.
[6] A. Arakawa and E.W.H. Schubert, Interaction of a cumulus cloud ensemble with the large-scale

environment, Part I, J. Atmos. Sci. 31 (1974), pp. 674–701.
[7] H.L. Kuo, Further studies of the parameterization of the influence of cumulus convection on large-

scale flow, J. Atmos. Sci. 31 (1974), pp. 1232–1240.
[8] A.K. Betts, A new convective adjustment scheme. Part I: Observational and theoretical basis, Q. J.

R. Meteorolog. Soc. 112 (1986), pp. 677–691.

[9] G. Grell, Prognostic evaluation of assumptions used by cumulus parameterizations, Mon. Weather

Rev. 121 (1993), pp. 764–787.
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São José dos Campos, 2003. pp. 2901–2906. Available http://urlib.net/rep/ltid.inpe.br/sbsr/2002/

11.22.20.34?languagebutton=pt-BR"\n_blankhttp://urlib.net/ltid.inpe.br/sbsr/2002/11.22.20.34.
[43] R. Walko, L. Band, J. Baron, F. Kittel, R. Lammers, T. Lee, D. Ojima, R. Pielke, C. Taylor,

C. Tague, C. Tremback, and P. Vidale, Coupled atmosphere-biophysics-hydrology models for

environmental modeling, J. Appl. Meteorol. 39 (2000), pp. 931–944.
[44] R.L. Walko and C.J. Tremback, Modifications for the transition from LEAF-2 to LEAF-3,

ATMET Technical Note, ATMET, Boulder, CO.

Inverse Problems in Science and Engineering 465

D
ow

nl
oa

de
d 

by
 [

In
st

itu
to

 N
ac

io
na

l D
e 

Pa
sq

ui
sa

s]
, [

A
ri

an
e 

F.
 d

os
 S

an
to

s]
 a

t 0
8:

03
 2

6 
Se

pt
em

be
r 

20
13

 



[45] R.L. Walko, W.R. Cotton, M.P. Meyers, and J.Y. Harrington, New RAMS cloud microphysics

parameterization. Part I: the single-moment scheme, Atmos. Res. 38 (1995), pp. 29–42.

[46] M.P. Meyers, R.L. Walko, J.Y. Harrington, and W.R. Cotton, New RAMS cloud

microphysics parameterization. Part II: The two-moment scheme, Atmos. Res. 45 (1997),

pp. 3–39.
[47] S. Freitas, G. Grell, R. Gevaerd, and K. Longo. Simulating typical rainfall systems on South

America using an ensemble version of convective parameterization, 3rd Pan-GCSS meeting on

‘‘Clouds, Climate and Models’’, Athens, Greece, 2005.
[48] A.C. Vasques, Caracterı́sticas de precipitação sobre a América do Sul proveniente de diferentes
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Aplicada e Computacional, 33 (CNMC), 2010, Águas de Lindóia, 20–23 September 2010. DVD.
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