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ABSTRACT

This work is a computational study of a hypersonic rarefied non-reacting flow past
a combined gap/step configuration at zero-degree angle of attack in thermal non-
equilibrium conditions. Effects on the flowfield structure and on the aerodynamic
surface quantities due to changes in the gap L/H ratio and on the step frontal-face
height h in a combined gap/step configuration are investigated by employing the
Direct Simulation Monte Carlo method. The work focuses the attention of designers
of hypersonic configurations on the fundamental parameter of surface discontinuity,
which can have an important impact on even initial design. The results presented
highlight the sensitivity of the primary flowfield properties – velocity, density, pres-
sure, and temperature – to changes in the gap L/H ratio and in the step frontal-face
height h in a combined gap/step configuration. In addition, the behavior of heat
transfer, pressure and skin friction coefficients due to variation in the gap L/H ratio
and in the step frontal-face height h is detailed. For the conditions investigated in the
present account, the analysis shows that hypersonic flow past a combined gap/step
configuration in the transition flow regime is characterized by a strong compression
ahead of a combined gap/step, which influences the aerodynamic surface properties
upstream and adjacent to the step frontal-face. The analysis also shows that the
upstream disturbance imposed by the combined gap/step configuration increased
with increasing the step frontal-face height h. As a consequence, it was found that
the aerodynamic heating and pressure loads were affected by the step frontal-face
height changes. Locally high heating and pressure loads were observed at three loca-
tions along the surface, i.e., on the lower surface, on the frontal-face surface, and on
the upper surface. It was evident that these loads increased with increasing the step
frontal-face h. Peak values for the heat transfer coefficient on the frontal-face sur-
face were at least one order of magnitude larger than the maximum value observed
for a smooth surface, i.e., a flat-plate without a combined gap/step. Furthermore,
the gap L/H ratio in a combined gap/step did not affect the aerodynamic surface
coefficients along lower surface. Additionally, it was also found that density and
pressure inside the gap in a combined gap/step configuration dramatically increased
when compared to those observed for the gap alone due to the presence of the step.
Finally, a comparison of the present simulation results with numerical and exper-
imental data showed close agreement concerning to the wall pressure and kinetic
temperature acting on the combined gap/step surface.
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ANÁLISE COMPUTACIONAL DOS EFEITOS
AEROTERMODINÂMICOS EM UM VEÍCULO DE REENTRADA

COM DESCONTINUIDADE NA SUPERFÍCIE DO TIPO
FILETE/DEGRAU

RESUMO

O presente trabalho descreve um estudo computacional de um escoamento hipersô-
nico rarefeito não-reativo incidindo sobre uma geometria definida pela combinação
de um filete e um degrau. Nesse estudo, investigou-se, utilizando-se o método Di-
rect Simulation Monte Carlo (DSMC), o efeito na estrutura do escoamento e nas
quantidades aerodinâmicas na superfície da geometria devido a mudanças na ra-
zão largura/profundidade (L/H) do filete e na altura h da face frontal do degrau.
Define-se por estrutura do escoamento a distribuição das propriedades primárias,
tais como velocidade, massa específica, pressão e temperatura, ao redor da geome-
tria filete/degrau. Denota-se como propriedades aerotermodinâmicas na superfície
o fluxo de calor e as forças normal e tangencial agindo na superfície em termos de
coeficiente de transferência de calor, coeficiente de pressão, e coeficiente de atrito.
Os resultados obtidos apresentam o comportamento dessas propriedades devido a
mudanças nos dois parâmetros geométricos, a razão L/H e a altura h. O estudo
mostrou que a estrutura do escoamento ao redor da geometria filete/degrau é ca-
racterizada por uma forte zona de compressão a montante do degrau, na qual afeta
as propriedades aerodinâmicas não somente na superfície a montante da geometria
filete/degrau bem como na face do degrau. A análise também mostrou que a exten-
são desse efeito a montante aumentou com o aumento da face frontal h do degrau.
Como resultado, as cargas térmicas e de pressão foram afetadas devido a mudanças
na altura h do degrau. Altas cargas térmicas e de pressão foram observadas em
determinadas posições na superfície a montante a geometria filete/degrau, na face
do degrau, e na superfície a jusante a geometria. Os valores obtidos para o coefici-
ente de transferência de calor ao longo da face do degrau, foram de uma ordem de
magnitude superiores ao valor máximo observado para uma superfície livre de des-
continuidades, i.e., uma placa plana sem a geometria filete/degrau. No que concerne
as variações da razão L/H do filete em uma geometria combinada filete/degrau,
observou-se que estas variações não afetaram as propriedades aerotermodinâmicas
ao longo da superfície inferior, para as condições investigadas. Ademais, foi também
observado um aumento expressivo nas propriedades primárias de pressão e massa
específica dentro do filete presente na geometria filete/degrau, devido a presença
do degrau, quando comparados aos resultados obtidos de quando da existência de
somente o filete. Finalmente, dados experimentais e numéricos quando comparados
com os dados obtidos pela presente simulação, mostraram estar bem próximos dos
valores obtidos para as propriedades de temperatura e pressão que agem sobre a
superfície da geometria filete/degrau.
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σT Total collision cross-section
τ Relaxation time, s; Tangential momentum
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ζ Number of degrees of freedom

Subscripts and superscripts
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rf Refers to reflected
ref Refers to reference values
t Refers to translational
v Refers to upstream
v Refers to vibrational
d Refers to dissociation; downstream
w Refers to wall conditions
∞ Refers to the freestream
c Refers to cell; collision
n Refers to normal
m Refers to centre of mass
n Refers to pairs
x, y, z Refers to x-,y-, and z- cartesian axes
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1 INTRODUCTION

1.1 Motivation

Aeronautical history was made recently in March and November of 2004, when the
X-43 Hyper-X test vehicle achieved hypersonic sustained flight at Mach 6.9 and 10,
making it the fastest airplane in history. At hypersonic speeds, the aerodynamic
heating becomes a major problem and the vehicle must be fabricated from special
high-temperature materials. Due to these flow peculiarity, the knowledge of the
factors that affect the thermal and aerodynamic loads and the viscous interaction,
defined as a mutual interaction between external flowfield and the boundary layer
growth around the vehicle surface, becomes imperative.

Usually, in the calculations of the thermal and aerodynamic loads, the analysis
assumes that the vehicle has a smooth surface. However, the presence of surface dis-
continuities, such as protuberances, cavities, gaps or steps, in modern aerodynamic
configurations occurs as a desired or undesired design feature, due for instance, fab-
rication tolerances, sensor installations, and differential expansion or ablation rates
between non-similar materials (BERTRAN; WIGGS, 1963; BERTRAN et al., 1967; HAHN,
1969; NESTLER et al., 1969; BERTIN; KEISNER, 1978; NESTLER, 1982;MORGENSTERN;

CHOKANI, 1994). These discontinuities, due to the interaction with external flows,
may contribute to physical phenomena related to the problem of flow separation.
When separation occurs in high Mach number flows, changes on the pressure and
heat transfer distributions acting on the surface can have catastrophic effects on
the vehicle. Additionally, the presence of hot spots at separation and reattachment
points changes the characteristics of the flow over the vehicle and may cause failure
in the thermal protection system. In order to operate safely, these loads have to be
correctly predicted.

For instance, for the Space Shuttle Orbiter, Figs. 1.1 (a-b) and 1.2(a) or the X-38 ve-
hicle, Fig.1.2(b), the thermal protection system requires gaps between the individual
tiles in order to account for the thermal expansion of non-similar materials. These
thermal protection system can be damage due to the vertical and lateral relative
movement between adjacent tiles. This adjacent movement can cause a misalignment
among these individual tiles, like forward-facing steps and gaps on the thermal pro-
tection system. The combination of forward-facing steps and large tile-to-tile gaps
has caused higher than expected heating within the gaps during atmospheric entry
at random locations on the lower surface of the Space Shuttle Orbiter, resulting in
damage to the filler material and the Strain Isolation Pad (SIP) (Tiles are bonded
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(a) (b)

Figure 1.1 - (a) Thermal protection tiles at the lower surface of the Space Shuttle, (b)
magnified view of individual tiles of the thermal protection system.

Source: NASA.

(a) (b)

Figure 1.2 - (a) Gap/step configuration, and (b) Nose of the X-38 Crew Return Vehicle.
Source: NASA.

to the aluminium skin of the Orbiter through the SIP) (PETLEY et al., 1984). This
undesired discontinuity on the vehicle surface can be defined by a gap/step config-
uration.

The flow on gaps, cavities, and steps may be complex due, among other things,
to pressure gradients (EVERHART et al., 2006) and fluid-structure interaction (HIN-

DERSKS; RADESPIED, 2006). In addition, the flow configuration can become even
more complex if the vehicle structure is deformed by mechanical or thermal loads.
Such loads can cause significant changes in the shape (dimensions) of gaps, cavities
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or steps located between the thermal protection tiles on the surface of the vehicle.
Consequently, such modifications in the nominal geometry of the vehicle can lead to
stagnation point, hot spot, flow separation, or affect the boundary-layer transition,
from laminar to turbulent.

Unfortunately, the accident with the Space Shuttle Columbia and Endeavour is
an example. Afterwards the lost of the Space Shuttle Columbia, on February 1,
2003, a significant number of computational aeroheating studies (PULSONETTI et al.,
2003; PULSONETTI; THOMPSON, 2004) has been released in order to understand the
accident causes. These studies have focused on damage in the Thermal Protection
System (TPS) of the vehicle. In this sense, the Columbia Accident Investigation
Board - CAIB, (CAIB, 2003) concluded in their investigation that the Columbia
accident during the STS-107 flight, which resulted in the spacecraft loss, has as the
most probable cause a breach in the Thermal Protection System on the leading edge
of the left wing due a piece of insulating foam that separated from the external tank
and struck the wing during the launch of the Space Shuttle Orbiter. During re-entry,
this breach in the thermal protection system allowed superheated air to penetrate
the leading-edge insulation and progressively melt the aluminium structure of the
left wing, resulting in a failure of the wing, and breakup of the Orbiter. In the same
sense, during the STS - 118 mission of the Space Shuttle Endeavour, on August 8,
2007, again a piece of foam insulation was released from the external tank of the
Space Shuttle and struck the TPS tiles toward the aft end of the windward surface
of the vehicle. The impact caused a cavity in the Thermal Protection System. A
photo extract from the CAIB and the Endeavour Space Shuttle damage location are
displayed in Figure. 1.3 (a) and (b), respectively.

These examples emphasizes the importance of surface discontinuities on the flow-
field structure. Furthermore, it also indicates that an detailed investigation on the
aerothermodynamic loads on these surface discontinuities becomes imperative in a
reentry hypersonic vehicle design.

1.2 Reentry Flows Regimes

Complex flow problems involving atmosphere reentry have been one of the main
subjects of gas dynamics with the development of spaceflight. As an example, in a
recent phase of the lunar exploration, one of its most critical aspects was reentry into
the atmosphere after completion of the lunar mission, although most of the flight
took place in space, outside the Earth’s atmosphere. In fact, the aerothermodynamics
around space vehicles is totally different in various flow regimes – free molecular
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(a) (b)

Figure 1.3 - (a) Columbia Accident Investigation Board-CAIB, and (b) Space Shuttle En-
deavour damage site location.

Source: (a) CAIB (CAIB, 2003), and (b) Palmer (PALMER et al., 2009).

flow, transition flow, slip and continuum flow – and takes into account the complex
characteristics of many scales. During their trajectory, reentry vehicles cover a wide
range of a flow regimes due to the rarefaction of the gas and also to the different
velocity regimes, hypersonic, supersonic or subsonic. Particularly in the hypersonic
speeds, some flows phenomena such as strong shock waves, viscous interactions, high
temperature, or entropy layer may become important at Mach numbers around or
greater than 5. It is important to mention that the definition of where the onset of
hypersonic flow begins is an approximation.

Initially at highest altitudes, the interaction of the vehicle with the atmospheric
air is characterized by the free molecular flow. In this regime, the molecules of
the environment collide with the vehicle surface, interact with the surface and are
reflected from the surface. However, collisions of reflected molecules with incoming
molecules from the freestream are not frequently in this flow regime. As a result,
these collisions are ignored.

As the space vehicle enters a little deeper into the dense atmosphere, the mean
free path between incoming atmosphere molecules decreases, and collisions between
molecules reflected from the vehicle surface and the molecules incoming from the
freestream can no longer be ignored. As a result, the flow in this condition defines
the transition flow regime, i.e., transition between the collisionless flow regime and
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the continuum flow regime. In the transition flow regime, the contribution of aero-
dynamic forces and heat flux to the vehicle surface start increasing rapidly with
decreasing altitude, causing large changes in the aerodynamic characteristic of the
vehicle, when compared with those observed in the free molecular flow.

Finally close to the ground, the space vehicle reaches the continuum flow regime.
In this regime, the flow around the space vehicle is treated by a macroscopic model
that considers the air as a continuum, and the description of the flow is made in
terms of spatial and temporal variations of the primary properties, such as velocity,
pressure, density and temperature.

The gas rarefaction defines which flow regime the reentry vehicle is subjected. The
degree of a gas rarefaction is generally expressed by the Knudsen number (Kn) as
follows:

Kn = λ

L
(1.1)

where λ is the mean free path traveled by molecules between collisions and L is a
characteristic length of the problem.

It is generally accepted that kinetic non-equilibrium becomes important when Kn
> 0.01, and the Navier-Stokes equations are valid when Kn is less than 0.1. The
two main conditions that lead to non-equilibrium are low density and small length
scales. A low density leads to a reduced collision rate, while a small length scale
reduces the size of a fluid element. However, this can be misleading if L is chosen
to be some overall dimension of the flow in order to define a single overall Knudsen
number for the complete flow. The limit can be specified precisely if a local Knudsen
number is defined with L as the scale length of the macroscopic gradients (BIRD,
1994) e.g;

L = ϕ

|dϕ
dx
|

(1.2)

where ϕ may be density, velocity, pressure or temperature.
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Figure 1.4 - Flow regimes as a function of the Knudsen number.

Usually, flow regimes are divided (SUN et al., 2011) into continuum (Kn < 0.001), slip
(0.001 < Kn < 0.1), transition (0.1 < Kn < 10), and free molecular regime (Kn >
10). In the continuum flow regime, molecules are considered to be so densely packed
that the mean free path is insignificant compared with the flow dimensions. In this
way, the Knudsen number tends to zero. Conversely, free molecular flow is considered
as the Knudsen number goes to infinity. Figure 1.4 presents the classification of flow
regimes as a function of the local Knudsen number, and Fig. 1.5 the applicability of
the conventional mathematical models.

For flows around reentry space vehicles in the range from 120 to 60 km of altitude,
the molecular mean free path λ may be of the order of the dimensions related to the
discontinuities or imperfections on the vehicle surfaces. The dimensions associated to
these discontinuities, the depth H, the length L, or the height h related to cavities,
gaps and steps are usually of the order of 3 to 16 mm (GAI; MILTHORPE, 1995;
JAKUBOWSKI; LEWIS, 1973; GROTOWSKY; BALLMANN, 2000; JACKSON et al., 2001;
HOZUMI et al., 2004; EVERHART et al., 2006). In such a circumstance, the Knudsen
number, which indicates the degree of the flow rarefaction, may be in the range of
the transition flow regime, i.e., between the continuum regime and the collisionless
flow regime.

1.3 Previous Work

Flows over cavities, gaps or steps, often found in many engineering applications, have
been investigated for several decades, since these discontinuities are often present as
desired or undesired features in modern aerodynamic settings. Many experimental
and computational studies (BERTRAN; WIGGS, 1963; BERTRAN et al., 1967; HAHN,
1969; NESTLER et al., 1969; NESTLER, 1982; MORGENSTERN; CHOKANI, 1994; GAI;
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Figure 1.5 - Applicability of the conventional mathematical models as a function of the
local Knudsen number.

MILTHORPE, 1995; JAKUBOWSKI; LEWIS, 1973; GROTOWSKY; BALLMANN, 2000;
JACKSON et al., 2001; HOZUMI et al., 2004; EVERHART et al., 2006; HINDERSKS; RADE-

SPIED, 2006; SHANKAR; DESHPANDE, 2000; ZDANSKI et al., 2004; LEE; CHANDRA,
2006; ROWLEY;WILLIAMS, 2006; NARIS; VALOUGEORGIS, 2005) have been performed
with the purpose to investigate the impact of discontinuities, imperfections or distor-
tions on the flowfield structure over hypersonic aerospace vehicles. For the purpose
of this introduction, it will be sufficient to describe only a few of these studies.

Bertran and Wiggs (BERTRAN; WIGGS, 1963) investigated experimentally the effect
of distortions, consisting of small protuberances and holes, on the wing of a hyper-
sonic vehicle. The effect on pressure and heat flux to the surface was investigated
for a range of Mach number from 7 to 10 and angle of attack up to 20 degrees. The
results showed that these surface distortions presented a lower influence on the pres-
sure rather than on the heat-flux distributions. They also showed that all distortions
investigated caused an increase in the aerodynamic heating.

Jakubowski and Lewis (JAKUBOWSKI; LEWIS, 1973) investigated experimentally the
heat and pressure distributions of a supersonic laminar flow over a backward-facing
step, with/without mass suction at the separation region. In both cases, with or
without suction, the step height increase led to a sharp reduction on the heating
rates to the step base, which were gradually recovered to those observed in a flow
without separation obtained in a flat-plate configuration. The analysis also showed
that the step height is an essential parameter to the heat flux at the step base.
However, for sections far away from the step, the heat flux is not dependent on the
step height.
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Bertin and Keisner (BERTIN; KEISNER, 1978) investigated experimentally the effect
of a step and a gap tile misalignment, on transition locations in the plane of sym-
metry of the Space Shuttle Orbiter. Data were obtained for a Mach number of 8
and angle of attack of 30 degrees. Data correlations relating the location of bound-
ary layer transition on the Space Shuttle Orbiter were presented. They concluded
that the step height is more effective in the boundary layer transition than the gap
length.

Transient hypersonic flow over a cavity was numerically investigated by Morgenstern
Jr. and Chokani (MORGENSTERN; CHOKANI, 1994) using an implicit numerical al-
gorithm based on three-dimensional numerical method of Yoon and Kwak (YOON;

KWAKT, 1992). The objective of that study was to analyze the Reynolds number
and the length-to-depth (L/H) ratio effects on a cavity. The analysis showed an
appreciable increase on the heat flux and oscillations on the static pressure at the
end of the cavity. Flow oscillations were observed at high Reynolds numbers. The
results also showed that the amplitude increase of these oscillations was a function
of the cavity L/H ratio.

Grotowsky and Ballmannn (GROTOWSKY; BALLMANN, 2000) investigated laminar
hypersonic flow over forward- and backward-facing steps by employing Navier-Stokes
equations and CFD simulation. The hypersonic flow over the steps were simulated
by considering freestream Mach number of 8, Reynolds number of the order of 108

and an altitude of 30 km. According to them, the computational results presented
a good agreement with the experimental data available in the literature. They also
pointed out that the quantitative comparison exhibited major differences for the
wall heat flux, probably due to the difficult in how to measure it accurately. In this
fashion, they contributed to a better understanding of physical phenomena, and
provided valuable information about hypersonic vehicles construction.

Pulsonetti and Willian (PULSONETTI; WILLIAN, 2005) performed an experimental
investigation on open cavities at a variety of conditions. The analysis showed that
wind tunnel tests and flight simulations presented similar heating patterns in the
cavity. The increased levels of heating for the flight cases were due to a stronger
total enthalpy gradient in the boundary layer feeding the cavity.

Based on the current literature, the flow in a continuum flow regime in cavities may
be classified as illustrated in Fig. 1.6. According to Fig. 1.6, the flow regimes are
identified by the L/H ratio. Based on this L/H ratio, four main cases can be defined
as following:
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Figure 1.6 - Illustration of open and closed-cavity flow regimes.
Source: Adapted from Everhart (EVERHART et al., 2006).

• L/H < 1: very short or deep cavity (gap). For this particular L/H range,
the gap flow topology is usually defined by the development of a column of
counter-rotating vortices within the gap caused by the main stream flow,
where the number of vortices is approximately given by H/L ratio. In
addition, alternating hot spots are developed in the gap when the vortices
directionally align and impinge on the gap sidewall;

• 1 < L/H < 10: the cavity is defined as open-cavity: the mainstream flow
does not enter the cavity directly, and the flow is stable. The pressure
inside the cavity is much higher than that for the freestream conditions;

• 10 < L/H < 15: the cavity is known as intermediate cavity, since the flow is
unsteady and alternates between the two stable bounding conditions. This
type of cavity requires a complex measuring system in an experimental
investigation.

• L/H > 15: the cavity is known as closed-cavity; the mainstream flow is
able to enter into the cavity and to impinge on the floor, and the flow
is also stable. In this type of configuration, three different airflow could
occurs: (1) the airflow could enter inside the cavity and impinge its lower
surface. This behavior is like an airflow over a backward-facing step, (2)
the boundary layer in the lower surface could develop until outside the
cavity, and (3) when the airflow impinges on the other side of the cavity,
it could be considered like an airflow over a forward-facing step.
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(a)

(b)

Figure 1.7 - (a) Forward-facing step and (b) Backward-facing step.
Source: Adapted from Leite (LEITE, 2009).

The limits of the L/H ratio for the different types of cavities are considered only as
a base. Actually, many different investigations have presented the L/H ratio from 9
to 11 as a limit for open cavities, and from 12 to 15 as a limit for a closed cavity.

According to the available literature, the classical gas dynamic viscous flow features
over forward- and backward-facing steps exposed to a hypersonic flow may be sum-
marized by the schematic diagram displayed in Fig. 1.7. The flowfield around the
steps is featured by a strong interaction between the viscous recirculation region and
the inviscid flow of the freestream.

In many experimental and computational investigations, the flowfield around the
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steps are focused in the cases when the boundary-layer thickness is lower than the
step height h. Situations where the boundary-layer thickness is higher than the step
height are very sparse. In addition, an examination of the literature revealed that
the majority of the studies (BERTRAN; WIGGS, 1963; BERTRAN et al., 1967; HAHN,
1969; NESTLER et al., 1969; NESTLER, 1982; MORGENSTERN; CHOKANI, 1994; GAI;

MILTHORPE, 1995; JAKUBOWSKI; LEWIS, 1973; GROTOWSKY; BALLMANN, 2000;
JACKSON et al., 2001; HOZUMI et al., 2004; EVERHART et al., 2006; HINDERSKS; RADE-

SPIED, 2006; SHANKAR; DESHPANDE, 2000; ZDANSKI et al., 2004; LEE; CHANDRA,
2006; ROWLEY; WILLIAMS, 2006; NARIS; VALOUGEORGIS, 2005) has considered lam-
inar or turbulent flow for a range of Mach numbers in a continuum flow regime.
However, there is a little understanding about the physical aspects of rarefied hyper-
sonic flows past to surface discontinuities related to the severe aerothermodynamics
environment associated to reentry vehicles.

In this fashion, Leite (LEITE, 2009) has presented a study on rarefied hypersonic flow
over forward- and backward facing steps. This study was motivated by the interest
of investigating the step-height h impact on the flowfield structure. Computational
results showed that the step-height changes contribute to significant modifications in
the flowfield structure ahead the steps. The analysis showed a dramatically increase
in the primary flow properties in the vicinity of the steps base, particularly for
density and pressure. Surface aerodynamic properties were directly influenced by
the recirculation region ahead the steps. High pressure and heat-flux coefficients
were observed in the vicinity of the frontal-face of the steps as a consequence of the
recirculation region ahead the steps.

Palharini (PALHARINI, 2010) has investigated a rarefied hypersonic flow over cavities
in order to determinate the L/H ratio impact on the flowfield structure and on
surface aerodynamic properties. A detailed description of the macroscopic properties
(velocity, density, pressure and temperature) and the surface aerodynamic properties
(heat flux, pressure and skin friction coefficients) were presented for sections inside
and in the vicinity of the cavity for L/H ratio of 1, 2, 3 and 4. The analysis showed
that the recirculation region inside the cavity is a function of the L/H ratio. In the
cases of L/H < 3, the flowfield structure on the cavities presents the same behavior of
a “open cavity”. In addition, for the L/H = 4 ratio, the flowfield structure presents
the behavior of a “closed cavity”. The surface aerodynamic properties were also
investigated and the peak values were observed at the forward face of the cavity,
more precisely at the cavity convex corner. It was also observed that the pressure
and heat loads are larger than those for a flat plate without a cavity.
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Finally, Paolicchi (PAOLICCHI, 2011) has investigated a hypersonic rarefied flow
over a flat plate with a gap, for L/H ratio of 1, 1/2, 1/3 e 1/4. The computational
analysis showed that the recirculation region inside the gap in the transition flow
regime is quite different from that in a continuum flow regime. It was found the
recirculation region inside the gap did not depend on the L/H ratio for the L/H
ratio investigated. It was also observed that the heat flux and pressure coefficients
reached maximum values at the gap frontal-face, more precisely at the gap convex
corner. In addition, these maximum values were larger than those observed to a flat
plate case without a gap.

1.4 Objectives of the Present Work

In the present work, effort is directed to expand the previous studies on surface
discontinuities (LEITE, 2009; PALHARINI, 2010; PAOLICCHI, 2011) by investigating
another surface discontinuity defined by the combination of a gap and a step, a
gap/step configuration. The primary goal is to provide a comprehensive descrip-
tion of the flowfield structure and the aerodynamic surface quantities with special
relevance to the aerodynamic heating.

It is important to recall that this type of discontinuity may occur in the windward
surface of the Space Shuttle configuration. The windward surface is composed by a
large number of thermal protection tiles. However, a misalignment between individ-
ual tiles may occur, as earlier shown in Figs. 1.1 and 1.2. Therefore, the misaligned
tiles may constitute in a potential source in a heat flux and pressure rise on the
surface or even though in a premature transition from laminar to turbulent flow.

In this work, the flowfield structure is defined by the distribution of the primary
properties, such as velocity, density, pressure, and the kinetic temperature, adjacent
to the vehicle surfaces. Aerodynamic surface quantities are identified by the heat
flux, and the normal and tangential forces acting on the vehicle surface.

In order to guide the reader, a breakdown of the purpose and contents of the following
chapters is provided below.

• Chapter 2: In this chapter, a description of the appropriate computational
method is presented. Particular emphasis is placed on the DSMC method-
ology, collision model, molecular model, Larsen-Borgnakke model, relax-
ation rate, internal degrees of freedom, boundary conditions, binary colli-
sion mechanics, and elastic collision models.
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• Chapter 3: The computational procedure is explored in this chapter. It
includes the simulation conditions, the definition of the geometry analyzed
in this research as well as the important geometric parameters.

• Chapter 4: This chapter outlines the procedure for the verification and
validation process of the DSMC code employed in the simulations. These
procedures are applied in a test case defined by a flat-plate. The DSMC
code is validated with simulation of a hypersonic flow over a flat-plate,
and comparisons with previous experimental and numerical results are
presented.

• Chapter 5: The purpose of this chapter is to present the computational
results and discussion. In this chapter, the major features of the primary
properties such as, velocity, density, pressure and kinetic temperatures, are
discussed in details. Moreover, the aerodynamic surface quantities such as,
number flux to the surface, heat flux, pressure, and shear stress, expressed
in a coefficient form, are carefully examined.

• Chapter 6: The final chapter of this Ph.D Thesis contains a summary of the
results obtained throughout the course of this work, and the conclusions
that were drawn from them.
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2 COMPUTATIONAL METHOD

2.1 Methods for Modeling Transition Flows

It is well established in the literature that hypersonic flows around bodies entering
in a planetary atmosphere are characterized by a flow separation and by a thin shock
viscous layer between the shock wave and the body surface. The flow separation and
the viscous interaction phenomena have an adverse effect on the drag, surface heat
flux and pressure distributions on the body surfaces. In this sense, it is important
to make accurate quantitative predictions of the behavior of these separated flows
and the viscous effects in the flowfield structure. For this reason, analytical and
computational models of hypersonic separated and viscous flows have been a subject
of active research for more than 50 years. Despite these efforts, a comprehensive
predictive capability for the thermal and fluid flow behavior of separated viscous
hypersonic low-density flows remains under constant investigation.

In many cases at hypersonic speeds, the shock layer is of the same magnitude as
the boundary-layer, and as a consequence, the boundary-layer deflects the exter-
nal inviscid flow, creating a comparably strong and curved shock wave which trails
downstream from the leading edge. In turn, the surface pressure from the leading
edge is considerably higher than freestream pressure p∞, and only approaches p∞ far
downstream of the leading edge. In addition to influencing the aerodynamic forces,
such high pressure increases the aerodynamic heating at the leading edge. It should
be remarked that high temperatures in the shock layer is a dominant aspect of hy-
personic flows. The temperature around the body can reach a few hundred thousand
Kelvin and, as a consequence, molecules may undergo chemical reactions, decom-
position, dissociation, or recombination. Thus, translational, rotational, vibrational,
and eletronic temperatures differ from one to another, and the state becomes a
non-equilibrium state. Thermal non-equilibrium occurs when the temperatures as-
sociated with translational, rotational, and vibrational modes of a polyatomic gas
are different one to another.

The study of physical phenomena in rarefied non-equilibrium flows is a challenging
problem directly related to the development of new aerospace technologies. Rarefied
gas dynamics, that deals with these phenomena, is the synthesis of a great num-
ber of fundamental problems such as molecular collision dynamics, energy transfer
phenomena in collisions, gas-surface interactions, and many others. Substantial diffi-
culties arising in the study of such flows are caused by problems related to rarefaction
and physico-chemicals effects.
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It is commonly known that experimental simulation of non-equilibrium low-density
flows is rather problematic and expensive. The difficulties of experimental modeling
have estimulated intense development of various approaches for numerical simu-
lations of these flows. Nowadays there are some numerical approaches for solving
problems of rarefied gas dynamics, and the choice of this or that approach depends
usually on the flow rarefaction, the problem dimension and the presence of real gas
effects.

The conventional continuum flow assumption is valid when the overall Knudsen
number tends to zero. In this flow regime, the velocity distribution function ev-
erywhere in a flowfield has the Maxwellian form. As a consequence, the transport
terms, such as viscosity and thermal conductivity, vanish in the limit of zero Knudsen
number. In this condition, the Navier-Stokes equations are reduced to the inviscid
Euler equations. Indeed, the Euler equations of a fluid flow can be derived by taking
moments of the Boltzmann equation (BOYD, 2014) and evaluating them by using
the Maxwellian velocity distribution function. In this way, one can disregard its
microscopic structure and consider only its macroscopic properties such as density,
velocity or temperature.

For near-continuum flow, it is usually sufficient to take into account the effects of rar-
efaction through the boundary conditions of slip velocity and temperature jump on
the surface. Navier-Stokes or viscous shock layer equations are commonly used here
with these conditions. Navier-Stokes equations can be derived from the Boltzmann
equation (CERCIGNANI, 1988) under the assumption of small deviation of the dis-
tribution function from equilibrium. The traditional requirement for Navier-Stokes
equations to be valid is that the Knudsen number should be less than 0.1. The error
in these equations is significant in the regions of the flow where the appropriately
defined local Knudsen number exceeds 0.1, and the upper limit on the local Knudsen
number, at which the continuum model must be replaced by the molecular model,
may taken to be 0.2.

As the Knudsen number increases from zero up to values close to 0.01, the velocity
distribution function in the flowfield may be represented as a small perturbation of
the equilibrium Maxwellian form that is known as the classical Chapman-Enskog
distribution (VICENTI; KRUGER, 1967). Evaluation of moments of the Boltzmann
equation using the Chapman-Enskog velocity distribution function leads to the
Navier-Stokes equations, in which shear stress and the heat flux depend linearly
on the spatial gradients of velocity and temperature, respectively. As the Knudsen
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number rises above 0.01, these linear transport relations are unable to accurately
describe the strong non-equilibrium processes. In this situation, it is necessary to
develop higher orders sets of partial differential equations, such as the Burnett equa-
tions (BURNETT, 1936), or to solve the Boltzmann equation (CERCIGNANI, 1988).

The range defined by 0.1 < Kn < 10 is referred as the transition flow regime, where
not only gas-surface collisions but also intermolecular collisions are important. In the
transition flow regime, viscosity, heat conduction, relaxation, diffusion and chemical
processes are important. The velocity distribution functions may be non-Maxwellian,
thus a gas falls into a non-equilibrium state under conditions where there is not a
large enough number of collisions occurring to maintain equilibrium, resulting in
strong thermal non-equilibrium.

Finally, when the overall Knudsen number goes to infinity, the flow regime cor-
responds to the collisionless or free molecular flow. In this case, intermolecular
collisions may be neglected and particle collisions with the body surface play the
determining role. In this sense the Navier-Stokes equations become unsuitable for
studying rarefied flows with finite Knudsen numbers where the distribution function
becomes considerably in nonequilibrium. Also, the transport terms of the Navier-
Stokes equation of continuum gas dynamics fail when gradients of the macroscopic
variables becomes so steep that their scale length are of the same order as the aver-
age distance travelled by the molecules between collisions, i.e., the mean free path
λ.

Analytical models have tended to be too simple to capture all the interacting pro-
cesses that lead to separation and non-equilibrium state, while computational mod-
els, using numerical solutions of the Navier-Stokes equations, make assumptions
about the flow behavior that become invalid at lower densities where rarefaction
effects become significant. In such cases, non-equilibrium state and high degree of
gas rarefaction, the molecular collision rate is low and the energy exchange occurs
under non-equilibrium conditions. In such a circumstance, the Navier-Stokes equa-
tions are inappropriate due to the high degree of molecular non-equilibrium. In this
case, it is necessary to solve the Boltzmann equation. Unfortunately, the develop-
ment of a robust and general numerical solution schemes for the Boltzmann equation
has also proved to be a significant challenge. Again, some progress has been made,
but there is still much work to be done in order to simulate all of the flow physics
relevant to hypersonic flows (BOYD, 2014). An alternative particle-based computa-
tional method, the Direct Simulation Monte Carlo (DSMC) method (BIRD, 1994),
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has been demonstrated to provide physically realistic simulations at low densities,
but it becomes computationally expensive as the density of particles increases, as
shown in Fig. 1.5.

2.2 Direct Simulation Monte Carlo (DSMC) Method

The Direct Simulation Monte Carlo (DSMC) method is nowadays a popular and
mature technique for simulation of rarefied gas flows (BURT; JOSYULA, 2011). The
method, pioneered by Bird (BIRD, 1976; BIRD, 1994), is a well-established technique,
and has become the main technique for studying complex multi-dimensional rarefied
flows. It has been recognized as an extremely powerful tool capable of predicting
an almost unlimited variety of rarefied flowfields in the regimes where neither the
Navier-Stokes nor the free molecular approaches are appropriate. Among other ap-
plications, DSMC simulations are often utilized for applications related particularly
to shock structure analysis and low density atmospheric flows around reentry and
launch vehicles. The method emulates the same physics as the Boltzmann equation
without providing a direct solution. The DSMC method follows a representative set
of particles as they collide and move in a physical space. It has been demonstrated
that DSMC converges to the solution of the Boltzmann equation in the limit of a
very large number of particles (WAGNER, 1992).

The DSMC method is based on the physical concepts of rarefied gases and on phys-
ical assumptions that form the basis for the phenomenological derivation of the
Boltzmann equation (BIRD, 1994). However, it is not derived from the Boltzmann
equation itself. As both are based on the classical kinetic theory, the DSMC method
is subject to the same restrictions as the Boltzmann equation. This requires the
assumption of molecular chaos and the restriction to dilute gases (BIRD, 1994).

The method has been thoroughly tested in high Knudsen number flows over the past
50 years, and found to be in excellent agreement with experimental data (MOSS;

SCOTT, 1986; MOSS et al., 1995; HARVEY; GALLIS, 2000). Comparisons with experi-
ments have given credibility and have been vital in gaining widespread acceptance of
the method. The potential advantages of the method that make it usable for practical
scientific and engineering applications are conditioned to the comparative simplic-
ity of transition from one-dimensional problems to two- and three-dimensional ones.
Also, the DSMC method have the possibility of incorporating complex models of gas
particle interaction, including the models of internal degrees of freedom and chemi-
cal reactions, without substantial complication of the computational algorithm and
without significant increase in computational costs. It is also well suited for use on
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modern computer architectures.

Since it is impossible to simulate the actual number of molecules in the computa-
tional domain, a smaller number of representative molecules, referred as simulated
particles are used, each one representing a large number of real molecules (SHU et al.,
2005). In this context, a large population of particles are used to represent discrete
molecules each one with a position, velocity and internal energy. The state of the
simulated particles is stored and modified with time as the particle move, collide
and undergo boundary interactions in simulated physical space. The assumption of
a dilute gas, which means that the mean molecular diameter is much less than the
mean molecular spacing of molecules in the gas, allows for the molecular motion to
be decoupled from the molecular collisions over discrete time step intervals, which
are small in comparison to the local mean collision time (BIRD, 1994). During col-
lision operations, a fraction of particles in each computational cell are paired with
other nearby particles, and some or all of these pairs are selected to participate
in binary collisions, which follow underlying dynamics of the collision term in the
Boltzmann equation (BURT; JOSYULA, 2011).

A computational cell network, which represents the physical space, is required for
the method execution. The cell provides a convenient reference for the sampling of
the macroscopic gas properties and for the choice of the potential collision pairs
(XUE et al., 2000). The dimension of the cells must be such that changes in flow
properties across each cell be small. The linear dimensions of the cells should be
small in comparison with the mean free path λ in the direction of primary gradients
(BIRD, 1994). Violation of cell dimension restriction leads to erroneous results, as
was presented by Meiburg (MEIBURG, 1986) and other studies (ALEXANDER et al.,
1995; ALEXANDER et al., 1998). In their analysis, Alexander (ALEXANDER et al., 1995)
confirm that significant errors occurs when the cell dimensions are larger than the
local mean free path λ. Since local mean free path λ is inversely proportional to the
density flow, high density flows demand more computational cells. This means that
more molecules are simulated and more collisions are computed. Also, in order to
minimize the smearing of gradients, the mean separation distance of the collision
pair should be reduced. Bird (BIRD, 1987) solved these conflicting requirement by
introducing the option of subdividing the sampling cell into an arbitrary number of
sub-cells for the selection of collision pairs. In this way, the smallest unit of physical
space is the subcell, where the collision partners are selected for the establishment
of the collision rate. This procedure improves accuracy by ensuring that collisions
occur only between near neighbors.
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Another requirement of the DSMC method is the lower limit on the number of
simulated particles per cell. As noted above, the DSMC method uses the cell system
for the sampling of the macroscopic properties and for the selection of collision
partners. The sampled density is used in the procedures for establishing the collision
rate, and it is desirable to have the number of simulated particles per cell as large as
possible. Furthermore, the corresponding number of possible collision pairs becomes
too much large as the number of simulated particles in a unit cell is as large as
possible. Therefore, in the selection of the collision partner, it is desirable to have
the number of simulated particles per cell as small as possible. Chen and Boyd,
(CHEN; BOYD, 1996) observed that the computed solution might be biased when a
limited number of simulated particles is employed in the simulation. In this way,
it is advisable that each cell be populated with a minimum number of simulated
particles, typically around twenty (FALLAVOLLITA et al., 1993; CHEN; BOYD, 1996;
SHU et al., 2005).

One additional requirement in the DSMC method is a proper time step ∆t. The
paths of the simulated particles are traced out in physical space by decoupling motion
from intermolecular collisions. The size of the time step over which decoupling occurs
should be chosen to be significantly smaller than the mean time between collisions
(XUE et al., 2000). A very small time step results in an inefficient advancement of
the solution and accumulation of statistics. Most simulated particles will take many
time steps to cross a given cell. As a result, the collision phase of each time step
will involve the same group of simulated particles as in the previous time step, since
almost no simulated particles leave or enter the cell. Also, a large time step allows
the simulated particles to move too far without the opportunity to participate in
a collision. This again causes a smearing of the properties of the flow, resulting in
yielding inaccurate or non-physical results. In this manner, the time step should be
chosen such that a typical simulated particle moves about one fourth of the cell
dimension, at each time step (LIU; YIN-KWEENG, 2002). It should be remarked in
this context that stability problems are completely absent in the DSMC method and
consequently, the DSMC method is not subject to a stability criterion such as the
Courant-Friedrichs-Lewy condition of traditional Computational Fluid Dynamics
(CFD). Since the DSMC method avoids the breakdown of continuum assumption in
traditional CFD, it extends the validated range of numerical simulation.

Broadly speaking, the computational approximations associated with DSMC
method are the ratio of the number of simulated particles to the number of real
molecules, the time step over which the molecular motion and collisions are un-
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coupled, and the finite cell and sub-cell sizes in physical space. The fundamental
requirements are that the linear dimensions of the cells should be small in com-
parison with the scale length of the macroscopic flow gradients in the streamwise
direction, which generally means that the cell dimensions should be of the order of
the local mean free path, and the time step should be much less than the local mean
free collision time. Theoretically, the method become more exact when the cell size
and the time step tend to zero (ALEXANDER et al., 1998; ALEXANDER et al., 2000;
XUE et al., 2000).

Finally, the DSMC method is so far the most successfully one as the numerical
simulation of transitional flow regimes is concerned (MOSS; BIRD, 2003; ORAN et al.,
1998; STRUCKMEIER; STEINER, 1995) and has the advantage of being more efficient
than other particles based methods, because the place and time collision are no
longer determined by computing the trajectories of all particles, but by means of a
statistical consideration.

2.2.1 DSMC Methodology

The DSMC method is a particle-based numerical modeling technique that computes
the trajectories of a large number of particles and calculates macroscopic quantities
by sampling particle properties. The application of the method is displayed in Fig-
ure 2.1. Based on this figure, the DSMC algorithm may be divided into four basic
procedures: (1) given a time step ∆t, particles along their trajectories are displaced
and interactions with boundary are calculated as they occur, (2) particles are sorted
and their cell locations are rearranged, (3) collisions pairs are selected and inter-
molecular collisions are performed on a probabilistic basis, and (4) flow properties
as velocity, temperature, and density are obtained by sampling the microscopic state
of the simulated particles.

At the beginning of the simulation, the computational domain is divided into a net of
cells representing the physical space where each particle is positioned inside the cell
with a velocity that was assumed to be a linear combination of the thermal velocity
and the freestream velocity, and also have an internal energy. At this time, the
computational domain is initialized with a uniform equilibrium gas condition that
agrees with the freestream conditions in the physical space. Boundary conditions
corresponding to the desired flow are imposed at time zero and should be such that
a steady flow is established at a sufficient large time, and the desired steady result
is a time average of all values calculated after reaching the steady state.
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Figure 2.1 - Flowchart of DSMC Method.
Source: Sebastião (SEBASTIÃO, 2011). 22



In a second stage, the computation proceeds in small discrete time step ∆t, making
all particles to be moved through distances appropriate to their velocity components.
At this time, the motion of the particles and their interactions are uncoupled. Within
one time step, all particles are first advanced according to their individual velocity,
and interactions with boundary are calculated as they occur. Once a particle has
been moved, its location in the computational domain must be determined. For sim-
ple cartesian meshes, particle destinations are quickly computed, and the new cell is
computed by using indexing schemes (BIRD, 1994). For structured and unstructured
grids, efficient particle tracing schemes are outlined by Dietrich (DIETRICH, 1990)
and Laux (LAUX, 1997), respectively.

After establishing the location of the particles, appropriate action is taken if the
particles cross boundaries representing solid surface, lines, surfaces of symmetry or
the outer boundary of the flow. Particles crossing the side from the computational
domain are removed from the flow. New particles are introduced to the simula-
tion at the outer boundaries of the computational domain for freestream boundary
conditions or from within the domain from sources. Collisions with surfaces can be
treated as being either fully specular, fully diffuse or some combination of these two.
Modeling molecule-surface interactions requires applying the conservation laws to
individual particles instead of using the velocity distribution function.

The third step of the simulation consists in a selection of the possible collision pairs
to be selected inside the subcells. Inside of them, a certain number of statistical colli-
sions must be computed. Several different collision modeling schemes have been for-
mulated and applied in the DSMC method. Among them, one has the time-counter
(TC) technique (BIRD, 1976), Nanbu scheme (NANBU, 1986), null-collision (NC)
technique (KOURA, 1986),(KOURA, 1998), no-time-counter(NTC) technique (BIRD,
1989) and the generalized scheme (ABE, 1993) of the no-time-counter technique. The
NTC scheme proposed by Bird (BIRD, 1989) for the DSMC is the preferred model
currently used along with the subcell approach discussed earlier. The collision pro-
cedure takes place on a cell-by-cell basis. The time step, the cell volume and the
number of particles resident in the cell will determine the number of candidate col-
lision pairs that will be evaluated. The particles are randomly selected as collision
partners with the restriction that their mean separation be a fraction of the molec-
ular mean free path. This restriction is enforced by selecting collision pairs from the
list of particles in the subcell. The DSMC method evaluates individual collision in
a probabilistic basis, conserving momentum and energy.
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Finally, the current description is completed by considering the sampling of the
macroscopic flow properties such as density, velocity, pressure and temperature by
appropriate averaging of the microscopic state of particles in each cell.

2.2.2 Collision Models

The DSMC method emulates the physics of the Boltzmann equation by following
the motions and collisions of a large number of simulated particles. Therefore, it is
traditionally considered as a method of computer simulation of the behavior of a
great number of model gas molecules. Usually, the number of simulated particles is
large enough – ≈ 105 − 106 – but this is extremely small in comparison with the
number of molecules that would be present in the real gas flow. Each simulated
particle is then regarded as representing an appropriate number of real molecules.
Each particle possesses molecular level information including a position and a ve-
locity vector, and physical information such as mass and size. Particle motion and
collisions are decoupled over a time step ∆t that is smaller than the local mean free
time. During the movement of the particles, boundary conditions such as reflection
from solid surfaces are applied. The physical domain to be simulated in a DSMC
computation is covered by a mesh of cells. These cells are used to collect together
particles that may collide (BOYD, 2014) and for the sampling of macroscopic flow
properties such as density, velocity and temperature.

The DSMC technique calls for the estimation of a quantity called total collision
cross-section (the cross-section of an imaginary sphere surrounding a molecule into
which the centre of another molecule cannot penetrate) of the interacting particles.
This quantity is necessary for the calculation of the collision frequency, the collision
probability and the mean free path of the particles, which is used for setting the
dimensions of the cell structure. In addition, the scattering angle is also estimated
for the computation of the post-collision velocities of a colliding pair of particles.
In the following, the total collision cross-section σT is expressed by (PRASANTH;

KAKKASSERY, 2008):

σT = 2π
∫ b2

b1
bdb (2.1)

This relation is useful only when the relation between the deflection angle χ and the
parameter b is known so that the terms inside the integral sign could be expressed
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in terms of χ. The impact parameter b is the distance of closest approach of the
trajectories of two particles in the centre of mass frame of reference, unaffected yet
by the intermolecular force. The specification of the impact parameter allows the
deflection angle to be calculated. The smaller this parameter, the greater is the effect
of interaction. When b exceeds a certain limit, the particles do not interact with each
other.

In addition to the total cross-section, the so-called viscosity cross-section σu and
the diffusion cross-section σM are also important. These are certain convergence
integrals, which are encountered in the Chapman Enskog theory (HIRSCHFELDER et

al., 1954) for the coefficients of viscosity, thermal conductivity and diffusion. Their
expressions in terms of the impact parameter and deflection angle are:

σu = 2π
∫ b2

b1
sin2χbdb (2.2)

σM = 2π
∫ b2

b1
(1− cosχ)bdb (2.3)

The reference molecular diameter for the estimation of the total collision cross-
section in a particular molecular model is obtained by equating the temperature
dependent expression for the coefficient of viscosity of that model to the experimen-
tally observed coefficient of viscosity, at a particular reference temperature. In the
transport theory of Chapman-Enskog, the first approximation to the coefficient of
viscosity µ at a temperature T of a gas is given as (VICENTI; KRUGER, 1967)

µ =
5
8

√
πmkT

(m/4kT )4 ∫∞
0 c7

rσue
−mc2r/4kTdcr

(2.4)

where m is the molecular mass, k the Boltzmann constant and cr the relative molec-
ular speed. The evaluation of the quantities inside the integral sign depends on the
molecular model under consideration, which results in different expressions for the
coefficient of viscosity for different models.
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In order to compute the collisions between these simulated particles, several dif-
ferent collision-modeling schemes have been formulated and implemented in the
DSMC method, and all of them achieve a faster numerical performance than those
in molecular dynamics (MD) by ignoring the influence of the relative positions of
particles within a cell in determining particles that collide. Among them, the time-
counter (TC) technique (BIRD, 1976), Nanbu scheme (NANBU, 1986), null-collision
(NC) technique (KOURA, 1986; KOURA, 1998), no-time-counter (NTC) technique
(BIRD, 1989) and the generalized scheme (ABE, 1993) of the no-time-counter tech-
nique. NTC scheme (BIRD, 1989) is the most widely used collision scheme in which
a number of particle pairs in a cell is formed and is given by:

Nc = 1
2nN̄(σT cr)max∆t (2.5)

where n is the number density, N̄ is the average number of particles in a cell, σT is
the total collision cross section, and cr is the relative molecular speed. Each one of
the Nc pairs of particles is formed at random regardless of position in the cell, and
then a probability of collision for each pair is evaluated using:

Pc = σT cr
(σT cr)max

(2.6)

This procedure reproduces the expected equilibrium collision rate under conditions
of equilibrium. It is determined whether the particle pair actually collides by com-
paring the collision probability, Pc, to a random number RF . When collision occurs,
post-collision velocities are calculated using conservation of momentum and energy
(BOYD, 2014).

2.2.2.1 Collision Frequency

The mean free path is defined in a frame of reference moving with the stream speed
of the gas and is therefore equal to the mean thermal speed c̄′ divided by the collision
frequency, ν, i.e.,

λ = c̄′/ν (2.7)
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The mean thermal speed c̄′ in a equilibrium gas at temperature T is given by

c̄′ = 2
π1/2β

(2.8)

Where β = (2RT )−1/2 is the reciprocal of the most probable molecular speed. The
combination of Eqs. 2.7 and 2.8 gives an expression of the collision frequency at
temperature T (XUE et al., 2000), i.e.

ν = 2
λ

√
2RT
π

(2.9)

2.2.2.2 Probabilistic Nature of Collision Between Molecule Pairs

As one of the fundamental requirements, the computational time step ∆t can be
roughly estimated by ∆t <<(1/ν), i.e. the time step should be much smaller than the
mean collision time. The NTC scheme proposed by Bird (BIRD, 1989) is a generalized
scheme, in which the number of collisions pairs (Np) considered in a given cell is
computed through the following equation,

Np ∝ ∆t Nc
2

nrefVc
(2.10)

where Vc is the volume of a cell, Nc is the number of computational particles in
a cell, nref is the simulated number density (the total simulated particles divided
by the total simulated volume). NTC scheme can overcome the defects of other
schemes, such as the time-counter (TC) by Bird (BIRD, 1976) and the null-collision
scheme (NC) by Koura (KOURA, 1986)(KOURA, 1998). The sensitive tests of the
schemes for the evaluation of the lower limit of the mean molecular number per cell
(Nc,min) were carried out by Koura (KOURA, 1990) and Kaburaki and Yokokawa
(KABURAKI; YOKOKAWA, 1994). The recommended Nc,min is between 4 to 30. Con-
sidering a DSMC cell of volume Vc, in which each simulated particle represents FN
real molecules, the probability P of a collision between two simulated particles over
the time internal ∆t is proportional to the product of their relative speed cr and the
total cross-section σT , i.e.
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P = FNσT cr∆t
Vc

(2.11)

The average number of real molecules in the cell is nVc and averaged number of
simulated particles is N = nVc/FN . The full set of collisions can be calculated by
selecting, in turn, all N(N −1)/2 pairs in the cell and computing the collisions with
probability P . In order to carry out the simulation more efficient, only a fraction of
the pairs are chosen. The resultant probability is increased by dividing Eq.2.11 by
this fraction. Hence,

Pmax = FN(σT cr)max∆t/Vc (2.12)

In the NTC Scheme (1/2)NN̄FN(σT cr)max∆t/Vc pair are chosen from the cell at
the time step, where N̄ is an average value. The collision is then computed with
probability σT cr/(σT cr)max as seen in Eq. 2.6 (XUE et al., 2000).

2.2.3 Molecular Model

In the procedures involved in DSMC, the accuracy of the simulation of the inter-
molecular collisions depends on the collision model adopted in the collision rou-
tine. In order to accurately and reliably simulate the molecular collisions process
in DSMC, realistic collisions models based on physically realistic interaction poten-
tials are critical. The simplest molecular model is the hard-sphere model (HS), and
after this more and more refined collision models were introduced for the use in
DSMC. Thus, the variable hard-sphere (VHS) (BIRD, 1981), the variable soft-sphere
sphere (VSS)(KOURA; MATSUMOTO, 1991), and the generalized hard sphere (GHS)
(HASSAN; HASH, 1993) were put forward by many researchers, and all these models
have varying individual degrees of success. Meanwhile, the Larsen-Borgnakke (LB),
statistical inelastic cross-section models for both continuous or discrete internal en-
ergy and the dynamic molecular collision model were proposed for the treatment of
polyatomic molecules in which transfer of energy among translation, rotational and
vibrational degrees of freedom is possible.

A molecular model is established through the definition of force or the potential
energy of interaction (PRASANTH; KAKKASSERY, 2008). The force of interaction
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F (r) and the potential energy of interaction φ(r) between two spherical non-polar
molecules is a function of the intermolecular separation r as shown in Figure. 2.2.
These two are simply related as:

Fr = −dφ
dr
, φ(r) =

∫ ∞
r

F (r)dr (2.13)

In selecting the form of an intermolecular potential to use in calculations, one must
consider two factors: the degree of realism desired and the numerical difficulties
associated with the manipulation of the function. For the DSMC applications, the
first interaction potential used was the rigid impenetrable sphere model due to its
simplicity. This empirical intermolecular potential functions may be expressed as:

φ(r) =

∞ if r < d ,

0 if r > d .

Figure 2.2 - Typical intermolecular force field.
Source: Bird (BIRD, 1994).

This potential function represents rigid impenetrable spheres of a diameter d. Due
to its simplicity, it is frequently used for exploratory calculations. It works on the
simple premise that interactions occurs only when molecules come into actual phys-
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ical contact. Through this model is handled very conveniently but it is a not very
realistic model. It is well know that two molecules attract each other when they
are far apart and repel each other when they come close together, as illustrated in
Fig. 2.2. However, for most applications, except for extremely low temperatures, the
attractive component of the interaction potential may be neglected. This simplifi-
cation gives the mathematically and computationally convenient inverse power law
(IPL) potential or the point centers of repulsion model, which is expressed as:

φ(r) = Kr−ζ (2.14)

The index of repulsion ζ for most molecules has a value between 9 and 15 and K is a
constant. This function is useful in exploratory calculations in which a differentiable
potential function is needed.

The IPL model becomes deficient at low temperatures where the attractive force
dominates. Therefore, it becomes desirable to introduce models based on potentials
with both attractive and repulsive components like the Lennard-Jones potential,
which is expressed as:

φ(r) = 4ε
[(
σ

r

)12
−
(
σ

r

)6
]

(2.15)

The constant parameters σ and ε (which have dimensions of length and energy,
respectively) depend on the characteristics of the chemical species of the colliding
molecules; σ is that value of r for which φ(r) = 0 and ε is the maximum energy of
attraction, which occurs at r = 21/6σ. At large separations (r >> σ), the inverse
sixth-power attractive component is dominant, and the molecules are attracted from
one to another with a force proportional to the inverse seventh-power of separation.
When separations are small (r << σ), the inverse twelfth-power repulsive com-
ponent is dominant, and the molecules are repelled from one to another with a
force proportional to the inverse thirteenth-power of separation. The Lennard-Jones
attractive-repulsive potential is adequate for a number of non-polar molecules. In
the case of polar molecules, strong electrostatic interaction leads to anomalous be-
havior with respect to the Lennard-Jones potential. This electrostatic contribution
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has been proven to be proportional to the inverse third-power of the intermolecular
separation. The Stockmayer potential combines such a term with the Lennard-Jones
potential to describe the interaction between polar molecules and is expressed as,

φ(r) = 4ε
[(
σ

r

)12
−
(
σ

r

)6
− δ

(
σ

r

)3
]

(2.16)

where the constant δ measures the polarization of a substance.

Among all the molecular models used in the collision routine of the DSMC method,
for the purpose of this study, only the VHS model will be described. The VHS model
has been the most popular molecular model used in DSMC applications. It has been
recommended (BIRD, 1994) for engineering calculations, since for the most flows of
interest, the variation in the collision cross section has a far greater influence on the
structure of a flow than any variation in the molecular scattering characteristics.

2.2.3.1 Variable Hard-Sphere (VHS) model

As the temperature of the gas increases, both its relative molecular velocity and
its translational kinetic energy also increases. It has been observed that as these
quantities increase, the effective total collision cross-section decreases and this rate
of decrease can be directly related to the change of coefficient of viscosity with tem-
perature. Whereas, the rigid interaction potential does not capture the variation of
viscosity with temperature accurately, the IPL interaction potential captures the rate
to a reasonable accuracy at high temperatures (PRASANTH; KAKKASSERY, 2008).
The IPL interaction potential or the point centre of repulsion model is described by
a Force field F (r) of the form:

F (r) = k

rη
(2.17)

where k is the constant and η is the exponent in the IPL.

This is a very useful interaction potential at high temperatures. For any finite value of
the exponent, the force field extends to infinity and the total cross-section diverges.
For a fixed value of the relative molecular velocity, the total cross-section σT is
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obtained (SHEN, 2006) as:

σT = πWm
2.

(
k

2Et

) 2
η−1

(2.18)

where Wm is a constant and Et is the relative translational energy given by Et =
0.5mrcr

2, where mr calculated as m1m2/(m1 + m2), is the reduced molecular mass
of two colliding molecules of mass m1 and m2.

The value of the constant Wm is arbitrary and, hence this expression is not suitable
for setting the effective collision frequency or the mean free path. Thus, in the direct
simulation of gas flows, though the IPL model was in use, it had to be replaced
and researchers had to fall back to the rigid-sphere molecular model, which has a
constant σT . However, as can be deduced from Eq. 2.18, in a realistic situation,
σT is hardly a constant. It is inversely proportional to c4/(η−1)

r . This led to the
introduction of the variable hard-sphere model introduced by Bird (BIRD, 1981).
This model incorporates the hard-sphere scattering law for collisions, but it cross-
section is inversely proportional to the relative translational energy in the collision
to the power 2/(η−1). Hence, for an equilibrium gas, the average total cross-section
is related to the temperature as:

σ̄T ∝ T−2/(η−1) (2.19)

The VHS model combines a finite cross-section with a realistic temperature exponent
of the coefficient of viscosity. It has permitted the definition of a mean free path and
a Knudsen number (BIRD, 1983) that accounts for the real temperature exponent of
the coefficient of viscosity. The deflection angle is given by Eq. 2.20, where b is the
impact parameter and d is the molecule diameter. The diameter d is a function of
relative translational energy and varies according to Eq. 2.21.

χ = 2cos−1
(
b

d

)
(2.20)
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d = dref

(
cr,ref
cr

)2/(η−1)
(2.21)

In the VHS model, the reference values σT,ref , dref , cr,ref and Et,ref are introduced,
which define the VHS model as:

σT
σT,ref

=
(

d

dref

)2

=
(

cr
cr,ref

)−2ζ

=
(

Et
Et,ref

)−ζ
(2.22)

where σT,ref and dref are the values of the total collision cross-section and the molec-
ular diameter when the relative velocity is cr,ref and the corresponding energy is
Et,ref . The index ζ is the power of Et in Eq. 2.18, i.e, this power law for variation
of diameter with cr corresponds to the power law for the variation of σT with cr,
as given by Eq. 2.18. In addition, it also permits for a variation of the coefficient
of viscosity with temperature, in much the same way as that in the IPL model.
This allows the cross-section in the VHS model to be determined from the viscosity
coefficient. Incidentally, the viscosity cross-section and the momentum cross-section
for this model have been found to be related to the total collision cross-section in
the same way as they are related in the rigid-sphere model. These cross-sections are
expressed by the following expressions:

σu = 2
3σT = 2

3πd
2 (2.23)

σM = σT = πd2 (2.24)

Hence for this model, evaluating Eq. 2.4, the coefficient of viscosity can be written
in the following form (BIRD, 2013):

µ =
15
8

√
πmk(4k/m)ξT 1/2+ξ

Γ(4− ξ)σT,refc2ξ
r,ref

(2.25)
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In this equation, the coefficient of viscosity is proportional to T to the power
ω=(1/2+ξ), which is defined as the temperature index of the coefficient of viscosity.
By adjusting the value of ξ, the correct dependence of µ on T can be obtained by
observing that,

ξ = 2
η − 1

ω = 1
2
η + 3
η − 1

(2.26)

For the hard-sphere molecule, ω = 1/2, η →∞, and ξ = 0, and for the Maxwellian
molecule, one has ω = 1 and ξ = 1/2 (BIRD, 1981). The Maxwellian model finds
wide application in analytical studies because it simplifies a lot of the mathematical
calculations. However, the viscosity of a gas for Maxwellian molecules is linearly
proportional to the temperature and, hence it is unrealistic. The hard-sphere model
with η → ∞ is the most hard molecule and the Maxwellian molecule is the most
soft among all molecular models (PRASANTH; KAKKASSERY, 2008).

For the unrealistic hard sphere molecular model, which the molecules has a fixed
diameter d and the collision cross-section is σ = πd2, the mean free-path in a equi-
librium gas of number density n is given by:

λ = 1√
2nσ

(2.27)

where n is the number density, and σ is the hard sphere collision cross section. In this
sense, the Chapman-Enskog result for the coefficient of viscosity in a hard sphere
gas, at a temperature T , was defined by:

µ = 5m
16

(πRT )1/2

σ
(2.28)

The cross section may be eliminated from Eqs.2.27 and 2.28 to give the standard
result:
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λ = 16µ
5

(2πRT )−1/2

ρ
(2.29)

where ρ = nm is the gas density.

The inconsistency in the above procedure is that the coefficient of viscosity has a
fixed temperature exponent of 1/2, while the real gas coefficient of viscosity yields
to µ ∝ T ω where ω is generally in the range 0.6 - 0.9. Therefore, as an alternative
scheme, a consistent definition of the mean free path obtained through the variable
cross-section hard sphere (VHS) was introduced by Bird (BIRD, 1994). The mean
free path in a VHS is now defined by:

λ = 2µ
15

(7− 2ω)(5− 2ω)(2πRT )−1/2

ρ
(2.30)

which can account for the real gas temperature exponent of the coefficient of viscos-
ity.

2.2.4 Larsen-Borngakke (LB) Model

A phenomenological model is defined as one that reproduces the overall effects in a
gas flow of some physical feature of the real molecules without the explicit incorpora-
tion of that feature. The phenomenological models superimpose the energy exchange
between the internal and translational energy upon an otherwise monatomic model.
This approach is based on assumption that for determining the macroscopic flow
properties, the finer details of the collision process may be ignored. The models are
therefore spherically symmetric and the phenomenological process allows the specifi-
cation of the requisite number of rotational and vibrational degrees of freedom that
leads to equipartition between these modes. There must also be exact equiparti-
tion between rotational, vibrational and translational modes, and, the distributions
functions of each quantity must be the local Maxwellian (PRASANTH; KAKKASSERY,
2008), when the gas is in equilibrium.

The most widely used phenomenological model is that of Larsen-Bornakke (LB)
(BORGNAKKE; LARSEN, 1975) model, in which a detailed balance is ensured by the
selection of the post-collision values directly from the Maxwellian distributions. The
LB procedures set the distribution of post-reaction internal energies to values that
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satisfy the detailed balance principle. Therefore, the procedures maintain the equi-
librium distribution of all modes and the establishment of equilibrium for each mode
automatically leads to equilibrium between modes and to equipartition (BIRD, 2013).
The method was developed originally to simulate the energy transfer between trans-
lational and rotational modes. Later, it was also extended to vibration-translation
energy transfer. The main assumptions of the model are (1) post-collisional internal
and relative translational energies are simulated in accordance with the local equi-
librium distribution functions; (2) some fractions 1/Zr and 1/Zv of collisions are
assumed to be rotationally and vibrationally inelastic. Zv and Zr are the vibrational
and rotational relaxation collision numbers, respectively; and (3) rotational and vi-
brational energy are continuous. This is a valid assumption for translation because
of enormous number of available states, and it is a good approximation for the rota-
tional mode at normal or higher temperature (BIRD, 2013). For the purpose of the
present investigation, the collision numbers was implemented to have a temperature
dependence as defined by Bird (BIRD, 2008) for vibration and Boyd (BOYD, 1990)
for rotation.

The LB model is in itself an inelastic collision model and the issue of inelasticity
on polyatomic molecules is handled very easily using this model. All molecular in-
teractions that are affected through this model are inherently inelastic in nature.
However, if all collisions are implemented as inelastic collisions, then the relaxation
rate, which is the rate at which the gas tends to equilibrium, would be too quick
as compared to the physical relaxation process. Hence, this rate is controlled by re-
garding a fraction of the collisions as elastic. In general, the relaxation time τi, which
is usually several times larger than the collision time, is introduced to characterize
the relaxation rate given by,

τi = Zi
ν

(2.31)

where Zi is called the relaxation collision number and ν is the collision frequency
(PRASANTH; KAKKASSERY, 2008).

The central idea of the LB model is to assume that the kinetic energy and internal
energy follow the law of conservation of energy. The internal energy after collision is
sampled according to the equilibrium distribution of the combination of the kinetic
energy and internal energy. A general LB distribution function for the division of
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post-collision energy between the energy modes has been developed by Bird (BIRD,
1994).

Consider a collision between a molecule of species 1 and a molecule of species 2.
Also, consider the parameter Ψ as the average of the degree of freedom of the two
molecules. The number of degrees of freedom associated with the relative transla-
tional energy is 5− 2ω12 and the total average is as following;

Ψ = 5/2− ω12 + ζr,1/2 + ζr,2/2 + ζv,1/2 + ζv,2/2 (2.32)

Let Ψa be one or more of the terms on the right hand side of Eq.2.32 and let Ψb

be the remaining terms that are participating in the partitioning of energy. The
energy that is assigned to the first mode or group of mode is Ea, and Eb is that
to be assigned to the second one. The sum of these energies is called the collision
energy Ec (Ec = Ea + Eb) even though it generally does not include the energy in
all the modes of the two molecules. The collision energy is a known quantity and is
a constant in the energy distribution process.

2.2.4.1 Rotational Energy Exchange

The rotational mode is usually simulated using a physics approach in which the
rotational energy, εr, is assumed to be continuously distributed at equilibrium to a
Boltzmann distribution:

f(εr)dεr = 1
Γ(ζ/2)

(
εr
kT

)ζ/2−1
exp

(
− εr
kT

)
d
(
εr
kT

)
(2.33)

where ζ is the number of rotational degrees of freedom (2 for diatomic molecules and
3 for polyatomic molecules), k is the Boltzmann’s constant, and T is the temperature.

When a particle representing a molecule is injected into a DSMC computation, it
is given an initial rotational energy sampled from Eq. 2.33. The rotational energy
of the particle can change through collisions with other particles and through colli-
sions with solid surfaces. In a continuum analysis of rotational energy exchange, the
rotational relaxation rate is usually employed:

der
dt

= e∗r − er
τr

(2.34)
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where er is the specific rotational energy, e∗r is the equilibrium value at temperature
T , and τr is the rotational relaxation time. The equivalent DSMC procedure involves
evaluating a probability of rotational energy exchange for each collision followed by
appropriate energy exchange mechanics for those collisions that lead to rotational
relaxation. The average probability of rotational energy exchange is:

〈Pr〉 = 1
Zr

= τt
τr

= 1
τrν

(2.35)

where Zr is the rotational collision number, τt is the translational relaxation time
that is equal to the inverse of the collision frequency ν. Boyd (BOYD, 1990a) devel-
oped the following instantaneous rotational energy exchange probability based on
Parker’s model (PARKER, 2004) for the rotational collision number related to the
VHS collision model:

Pr = 1
(Zr)∞

1 + Γ(ζ + 2− ω)
Γ(ζ + 3/2− ω)

(
kT ∗

εtot

) 1
2 π

3
2

2 + Γ(ζ + 2− ω)
Γ(ζ + 1− ω)

(
kT ∗

εtot

)(
π2

4 + π

)
(2.36)

where εtot is the total collision energy, defined earlier by Ec (the sum of the transla-
tional collision energy and the rotational energy), T ∗ is the characteristic tempera-
ture of the intermolecular potential, and (Zr)∞ is the limiting value.

After evaluation of the rotational energy exchange probability, a random number is
used to decide whether the collision leads to energy exchange. For those collisions
involving rotational energy exchange, the LB model (BORGNAKKE; LARSEN, 1975)
is employed to assign new post-collision rotational energies. The LB model assumes
local thermodynamic equilibrium to sample the fraction of the total collision energy
due to rotation, εr/εtot, from the following expression (BOYD, 2014):

P

Pmax
=
(
ζ + 1− ω

2− ω

(
1− εr

εtot

))2−ω (
ζ + 1− ω
ζ − 1

(
εr
εtot

))ζ−1

(2.37)

Once the new rotational energy is assigned, the remaining energy is the new trans-
lational energy and hence determines the new post-collision relative velocity. The
regular DSMC collision mechanics is then performed to calculate the velocities of
the colliding particles.
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Lumpkin (LUMPKINIII et al., 1991) noted that an additional correction must be ap-
plied to any DSMC rotational energy exchange probability in order to make Larsen-
Borgnakke exchange mechanics consistent with the continuum rotational relaxation
equation, Eq. 2.34. The form of the correction is (BOYD, 2014):

Pparticle = Pcontinuum

(
1 + 2ζ

4− 2ω

)
(2.38)

that is usually close to a factor of two.

While the rotational energy is usually simulated in the classical limit, a quantum me-
chanical approach for DSMC has also been developed by Boyd (BOYD, 1993). Unlike
rotational relaxation, a quantum mechanical approach is almost always employed for
simulation of vibrational energy relaxation in hypersonic flows. A quantized vibra-
tional energy exchange model corresponding to the classical Larsen-Borgnakke (LB)
approach was formulated by Bergemann and Boyd (BERGEMANN; BOYD, 1994).

2.2.4.2 Vibrational Energy Exchange

The LB model is applied to vibrational modes through a quantum approach that
assigns discrete vibrational levels to each molecule. A discrete approach is required
because the vibrational levels are widely spaced and hence a continuous distribution
for the vibrational energy may not be appropriate. It is important to recall that
a monatomic molecules have no rotational or vibrational modes, but they do have
electronic mode (BIRD, 2013). However in hypersonic flows, generally the electronic
modes are ignored, as in the case of the CFD studies (BOYD, 2008).

Consider the quantum case in which the energy in a particular internal mode of a
molecule is restricted to that of the discrete states εi, where i = 0 to j. The zero
point energy has no effect and can be ignored, so that ε0 = 0. Now consider the LB
redistribution between the translational mode as group b and a quantized internal
mode with two degrees of freedom of molecule 1 as a group a. In this special case
of the assignment of energy to a single internal mode with two degrees of freedom,
one has:

f
(
Ea
Ec

)
= (5/2− ω12)

(
1− Ea

Ec

)3/2−ω12

(2.39)
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where ω is the viscosity-temperature index.

The representative value of Ea that corresponds to the random number RF is:

Ea = Ec
(
1−R1/(5/2−ω12)

F

)
(2.40)

This can be applied directly to the rotational energy of a diatomic molecule. In
this scenario, Eq. 2.39 can then be applied with the energy Ec equal to the sum
of the pre-collision translational energy and the energy of the pre-collision state.
Ec is constant in the redistribution and the probability of post-collision state i∗ is
proportional to (1− εi∗/Ec)3/2−ω12 . The maximum probability is that of the ground
state, so that the ratio of the probability to the maximum probability is:

P

Pmax
=
(

1− εi∗

Ec

)3/2−ω12

(2.41)

The acceptance-rejection procedure may be applied to this probability ratio in order
to select the post-collision state of molecule 1. This selection process is applied to
potential states that are chosen uniformly from the ground state to the highest state
with energy below Ec. Note that the selection procedure involves states rather than
levels and the degeneracy gk of a level k must be taken into account. The spacing of
the energy levels is not uniform but, in the the case of vibration, most applications
employ the simple harmonic model that assumes uniformly spaced levels (BIRD,
2013):

εv,i = ikΘv (2.42)

where Θv is the characteristic vibrational temperature.

In this sense, Eq. 2.41 then becomes:

P

Pmax
=
(

1− i∗kΘv

Ec

)3/2−ω12

(2.43)

There is sufficient evidence that the LB is a statistical model based on the relax-
ation concept, which is suitable for a Monte Carlo simulation scheme. Typically, the
model formulation specifies the number of internal degrees of freedom, the collision
probability and a post-collision probability, such as the angular distribution of the
relative velocity. The model has a high degree of flexibility and requires slightly
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more computing time per collision than the hard-sphere gas of a monatomic gas. It
satisfies all the requirements for a successful phenomenological model (PRASANTH;

KAKKASSERY, 2008).

2.2.5 Relaxation Rate

In a gas of colliding molecules, energy is continually being transferred between the
various internal modes. These collisions tend to push the internal energy distribu-
tions toward their equilibrium state, so the collision number Z of an energy mode is
the number of collisions required to bring that mode into equilibrium. Each inter-
nal mode has a separate collision number, which in general is classified as following
(BOYD, 1990b):

Zt < Zr < Zv (2.44)

where the subscripts t, r and v, denotes translational, rotational and vibrational
modes, respectively.

The collision procedure for a particular mode is applied in 1/Z of the relevant
collisions. The relaxation collision numbers are set as part of the data for each
molecular species. These collision numbers are often an arbitrary function of the
temperature. However, it has been uncertain whether the relevant DSMC procedures
can be based on effective collision temperatures, or whether they must be based on
the macroscopic temperature.

The molecules in an intermolecular collision are unaware of the macroscopic tempera-
ture of the gas and all DSMC procedures should be based entirely on the microscopic
properties of these molecules. To achieve this, procedures that employ temperature
dependent physical data generally introduce a “collision temperature” that is based
on the relative translational energy and some proportion of the internal energy of
the molecules in the collision. This collision temperature is not uniquely defined
and the procedures must satisfy physical constrains such as the eventual equipar-
tition of energy between the modes as well as the establishment of the equilibrium
distribution and compositions.

The DSMC procedures for intermolecular collisions employ a cross-section that is
a function of the relative translational energy. The LB model for rotational and
vibrational excitation assumes that only a fraction of the molecules is inelastic. An
attempt was made to make the model physically more realistic by making a frac-
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tion energy assignment in every collision. However, this led to violation of detailed
balancing and there appears to be no alternative to an “inelastic fraction” that is
based on the relevant relaxation collision number. If this number is temperature
dependent, it is necessary to either introduce a collision temperature or employ the
macroscopic temperature. The use of the collision temperature (BIRD, 1994) does not
led to any problems with the classical models and the appropriate inelastic fraction
is generally close to the inverse of the collision number (BIRD, 2008).

2.2.5.1 Rotational Relaxation Rate

In the present investigation, the relaxation rotation collision number was set to be
energy dependent as introduced by Boyd (BOYD, 1990)(BOYD, 1990a). The following
continuum expression for the rotational collision number was obtained by Parker
(PARKER, 2004):

Zr = (Zr)∞
1 + π3/2

2

(
Θ∗

Tcoll

)1/2
+
(
π2

4 + π
)

Θ∗

Tcoll

(2.45)

where Θ∗ (characteristic temperature of the intermolecular potential), and (Zr)∞
(the limiting value) are constants. The values of (Zr)∞ and Θ∗ are chosen in order
to obtain the best correspondence between Parker’s expression and the results of
Lordi and Mates (LORDI; MATES, 1970). In their analysis, Lordi and Mates (LORDI;

MATES, 1970) found that nonequilibrium between the translational and rotational
modes affects the rotational collision number. In order to consider the behavior of
the model under nonequilibrium conditions it is useful to regard the temperature
Tcoll as the weighted average of the translational and rotational temperatures. It has
been shown by Boyd (BOYD, 1990b) that Eq. 2.45 may be reproduced in a discrete
particle simulation by assuming that the probability of energy exchange is a function
of the relative velocity of collision cr (BOYD, 1990a).

2.2.5.2 Vibrational Relaxation Rate

Bergemann and Boyd (BERGEMANN; BOYD, 1994) introduced the quantum model
that has proved to be vastly superior to the classical model. However, with the col-
lision temperature that had employed in the classical model, equipartition was not
achieved. This led to the statement that vibrational equipartition could be achieved
with the quantum model only if the vibrational collision number was based on the
macroscopic temperature. The vibrational collision number is extremely dependent
on the temperature and the use of a uniform value in a DSMC cell, means that
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significant effects due to the distribution of collision energies within that cell are
not taken into account. This problem has been solved by considering the collision
temperature quantized in the same fashion as the vibrational energy and not oth-
erwise dependent on the collision energy. With this procedure, exact equipartition
is achieved (BIRD, 2008). The definition of the collision temperature based only on
the relative translational energy in the collision follows as (BIRD, 2013):

Tcoll = mrc
2
r

(5− 2ω)k (2.46)

However the LB energy redistribution is based on the sun of the translational energy
and a single internal mode. So the appropriate collision temperature based on LB
energy redistribution is given by:

Tcoll = 1/2mrc
2
r + εint

(5/2 + ζint − ω)k
(2.47)

The definition in Eqs. 2.47 is preferred because temperature is a measure of energy
and, to define a temperature, the energy is divided by the product of the Boltzmann
constant and the “effective” number of degrees of freedom that takes the degree of
excitation into account. However, the LB selection is based on the physical degrees
of freedom, irrespective of the degree of excitation, and, for a partially excited mode,
Eq. 2.47 leads to a temperature that is too low (BIRD, 2013). It was shown by Bird
(BIRD, 2002)(BIRD et al., 2011) that equipartition is achieved if the local collision
energy is quantized in the same way as the energy of the relevant vibrational mode.
It was showed that the collision temperature should be employed when setting all
temperature dependence parameters (BIRD, 2008).

Consider the binary collision of two polyatomic DSMC simulating particles P and
Q. Each particle in the collision pair is considered in turn and the following steps
are undertaken (SCANLON et al., 2011):

• Calculate the pre-collision energy of particle P , Ec,P , which is the sum
of the relative translational energy between P and Q and the vibrational
energy of particle P is:

Ec,P = Et,PQ + Ev,P (2.48)
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• Determine the maximum possible quantum vibrational level for the particle
P , imax,P , following the collision:

imax,P =
⌊
Ec,P
kΘv,P

⌋
(2.49)

where k is the Boltzmann constant and Θv,P is the characteristic vibration
temperature. The brackets in the Eq. 2.49 indicate that imax,P is “quan-
tized” by truncating its value to an integer.

• A desired feature in the DSMC methodology is that numerical pro-
cess should be not dependent on any macroscopic information. The two
molecules in a collision have no knowledge of the overall macroscopic tem-
perature, and, if highly non-equilibrium flows are to be resolved sufficiently.
The procedures for energy redistribution in a collision should be based en-
tirely on the energies and impact parameters associated with that collision.
In order to adhere to this microscopic principle, a “quantized collision tem-
perature”, Tcoll is defined which is based on Ec,P as:

Tcoll,P = imax,PΘv,P

7/2− ωP
(2.50)

The Millican-White (MILLIKAN; WHITE, 2004) theory predicts that the product of
the pressure and the vibrational collision time is proportional to the exponential of
a constant times the minus one third power of the temperature. This leads (BIRD,
1994) to a vibrational collision number defined as:

Zv = (C1/T
ω)exp(C2T

−1/3) (2.51)

where C1 and C2 are constants. The values of the constants that best fit to experi-
mental data were provided for typical gases. Nevertheless, a problem with Millikan-
White data is that the collision number goes to a nonphysical value less than unity
before the dissociation temperature is reached. There is a strong case for setting the
vibrational collision number to unity at the characteristic temperature of dissocia-
tion Θd, and it is then possible to specify the vibrational collision number through
a single value Zv,ref at the reference temperature Tref . The expression for the vibra-
tional collision number is then (SCANLON et al., 2011) (BIRD, 2008) (BIRD, 2013):

44



Zv =
(

Θd

Tcoll,P

)ω [
Zref

(
Tref
Θd

)ω][( Θd
Tcoll,P

)1/3
−1
]
/

[(
Θd
Tref

)1/3
−1
]

(2.52)

where Θd is the characteristic temperature of dissociation, ω is the temperature
exponent of viscosity, Zref is a reference vibrational collision number, evaluated at
an arbitrary reference temperature Tref . The value of Tref should be representative
of the range of temperatures expected in the application.

2.2.6 The Number of Degrees of Freedom

The DSMC method is able to simulate monatomic rarefied gas flows very well.
Polyatomic rarefied gas flows, however, in which the gas molecule are able to trans-
fer energy among translational, rotational and vibrational degrees of freedom, can-
not be accurately predicted using the simple collision models. For any molecule,
monatomic or polyatomic, relative translational energy has three degrees of free-
dom. Whereas, monatomic molecules have only translational degrees of freedom,
polyatomic molecules have rotational and vibrational degrees of freedom in addi-
tion to the three translational degrees of freedom. The post-collisional energy in the
LB model is divided according to the local equilibrium distribution functions that
means that energies of modes are determined by the number of degrees of freedom of
those models. For VHS and VSS models, the probability of collision is proportional
to cr1−2ξ, and the number of translational degrees of freedom of colliding molecules
is therefore ζt = 4 − 2ξ (ξ is given by Eq. 2.26). For rotational energy, the num-
ber of degrees of freedom ζr is a function of the number of atoms na (PRASANTH;

KAKKASSERY, 2008), given by :

ζr =


0 na = 1 ,

2 na = 2 ,

3 na ≥ 3 .

The number of effective vibrational degrees of freedom and the vibrational energy
Ev of diatomic molecules, can be derived from the Simple harmonic oscillator (SHO)
approximation. In this sense, vibrational energy may be expressed by (BIRD, 1994):

Ev = kΘv

exp(Θv/T )− 1 (2.53)
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where k is the Boltzmann constant, Θv is the characteristic temperature of vibration
and T is the temperature. The vibrational degrees of freedom ζv is a function of
the local temperature T and the species characteristic vibrational temperature Θv.
Equipartition principle gives the number of effective degrees of freedom for vibrations
as was also defined by Bird (BIRD, 1994),

ζv = 2Θv/T

exp(Θv/T )− 1 (2.54)

This approximation may also be applied to the polyatomic molecules. In this case ζv
is the sum over all vibrational modes. Considering completely inelastic collision of
molecules with the energy exchange between translational, rotational and vibrational
modes, the total energy of colliding pairs is given by:

Ec = Et + Ei1 + Ei2 (2.55)

where Et = mrcr
2/2 is the translational energy, Ei1,2 = Er1,2 + Ev1,2 is the internal

energy (rotational and vibrational) of molecules 1 and 2. The equilibrium relative
translational energy distribution is:

fEt ∼ Et
1−ξexp

(
−Et
kT

)
(2.56)

The equilibrium internal energy distribution function is:

fEi ∼ Ei
ζ̄−1exp

(
− Ei
kT

)
(2.57)

where ζ̄ = (ζ1 + ζ2)/2 is the average number of internal degrees of freedom of pair.

The procedure of energy redistribution includes three main steps as following:

• step 1: Translational/internal energies.
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As the joint distribution function of translational and internal energies is:

fEti ∼ Et
1−ξEi

ζ̄−1exp
(
−Et + Ei

kT

)
= Et

1−ξ(Ec − Et)ζ̄−1exp
(
−Ec
kT

)
(2.58)

and Ec is a constant, then the relative post-collision translational energy
E ′t is sampled from the probability density:

Et
1−ξ(Ec − Et)ζ̄−1 (2.59)

The post-collision internal energy is E ′i = Ec − E ′t.

• step 2: Molecule 1/ Molecule 2 internal energies. Joint equilibrium distri-
bution function of internal energies of pair is proportional to

Ei1
ζ1
2 −1Ei2

ζ2
2 −1exp

(
− Ei
kT

)
(2.60)

and the post-collision internal energy E ′i1 of a molecule 1 is sampled from
the probability density:

Ei1
ζ1
2 −1(E ′i − Ei1)

ζ2
2 −1 (2.61)

for the molecule 2: E ′i2 = E ′i − E ′i1

• step 3: Rotational/vibrational energies.

For diatomic molecules their post-collisional rotational and vibrational en-
ergies are:

E ′r1,2 = 2
2 + ζv1,2

E ′v1,2, E ′v1,2 = E ′i1 − E ′r1,2 (2.62)

The probability of rotational inelastic collision is 1/Zr and vibrational in-
elastic collision is 1/Zv.

2.2.7 Boundary Conditions

The most important outcome from many DSMC analysis of hypersonic flows is the
determination of the properties at the vehicle surface, and in particular the aerody-
namic forces and moments, and the convective heat transfer. The surface properties
are of course very sensitive to the model assumed in DSMC for gas-surface interac-
tion (BOYD, 2014). Modeling the interaction of gas molecules with a solid surface
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plays an important role in the DSMC simulation. But there is no model of gas-
surface interaction that is adequate over a wide range of factors for all combinations
of gases and surfaces. For example (PIEKOS, 1995) (XUE et al., 2000), some analytical
and numerical simulations are based on the assumption of diffuse reflections with
full thermal and momentum accommodation. The fully diffuse reflection is a com-
mon gas-surface interaction in which the particles reflect from the surface with new
velocity components that are sampled from Maxwellian distributions characterized
by the wall temperature (note that the velocity component normal to the surface
is sampled from a biased Maxwellian distribution)(BOYD, 2014). Another method
employed is the Cercignani-Lampis-Lord (CLL) gas-surface model (LORD, 1991b).
The CLL model is a more sophisticated method and have a stronger theoretical
basis, such as using a reciprocity relation, and offers more control through use of
additional parameters (BOYD, 2014). Fig. 2.3 displays a schematic comparison of the
Maxwell reflection model and the CLL reflection model. The CLL model has also
been extended for covering diffuse scattering with partial energy accommodation.
In addition, for simulating the accommodation of vibrational energy of a diatomic
molecule modeled as simple harmonic oscillator (LORD, 1991a), and an anharmonic
oscillator (LORD, 1994).

In the calculations of aerodynamic forces by the DSMC method, it is necessary
to setting the velocity distributions functions for the molecules reflected from the
surface. A simplified representation of this function is used, which must take into
account the major features of gas-surface interaction, which have been revealed in
experiments (force action and angular distribution of escaped molecules), on the one
side, and it must be simple enough in application, on the other side. In this sense, one
of the oldest and most widely used distribution functions for the reflected molecules
is due to Maxwell, which proposed two models – specular and diffuse reflection – for
the interaction of an equilibrium gas with a solid surface that maintain equilibrium.

In the diffuse model, the particle internal energies are also sampled from the ap-
propriate equilibrium distribution, such as the Eq. 2.33 for rotation, using the wall
temperature (BOYD, 2014). Also, the velocity of each molecule after reflection is
independent of its velocity before reflection. However, the velocities of the reflected
molecules as a whole are distributed in accordance with the half-range Maxwellian or
equilibrium for the molecules that are directed away from the surface. Equilibrium
diffuse reflection requires that both the surface temperature and the temperature
associated with the reflected Maxwellian gas be equal to the gas temperature. A gas
generally has a velocity component parallel to a surface, and this means that the
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Figure 2.3 - Drawwing illustration of the Maxwell and CLL reflection model.
Source: Adapted from Leite (LEITE, 2009).

stagnation temperature in a gas differs from the static temperature. For other than
fully specular reflection, the distribution function for the incoming molecules will
be different to that for the reflected molecules, and the distribution function for the
molecules near the surface will not be Maxwellian. Also, the energy of a molecule
relative to the surface before it strikes the surface will generally be different from
the energy relative to the surface after it has been reflected from the surface, so that
the process is inelastic (BIRD, 2013).

The opposite limit to diffuse reflection is the specular reflection in which is perfectly
elastic, meaning that the only change to the particle properties is its velocity compo-
nent normal to the surface that is simply reversed in sign (BOYD, 2014). Specularly
reflecting surface is functionally identical to a plane of symmetry (BIRD, 2013). Many
DSMC computations use an accommodation coefficient, α, to simulate a combina-
tion of diffuse and specular reflections such that α = 1 is fully diffuse, and α = 0
is fully specular. This approach is sometimes referred to as the Maxwell model for
gas-surface interaction. It has been found (BIRD, 2013) that, for surfaces that are
encountered in engineering problems, there is generally good agreement with calcu-
lations as the molecules are assumed to reflect diffusely at the surface temperature,
and generally require a value in the range of α = 0.8− 0.9 (BOYD, 2014).

The general requirement, at a molecular level, for equilibrium between a solid surface
and a gas is that the interaction should satisfy the reciprocity condition. This is a
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relationship between the probability of a gas-surface interaction with a particular
set of incident and reflected velocities and the probability of the inverse interaction.
It may be written (CERCIGNANI, 1969) as:

crf .eP (−crf ,−ci)exp
(−Erf
kTw

)
= −ci.eP (ci, crf )exp

(−Ei
kTw

)
(2.63)

The unit vector e has been taken normal to the surface which is at temperature
Tw. P(c1, c2) is the probability that a molecule incident on a surface with velocity c1

leaves with velocity c2, and E is the energy of the molecule. This condition is related
to the law of detailed balance and is satisfied by both the diffuse and specular models
for a gas in equilibrium with a surface. While most DSMC applications deal with
non-equilibrium situations, the procedures for gas-surface interactions must be such
that reciprocity is satisfied when they are applied to equilibrium situations (BIRD,
2013).

Finally, at inlet and outlet boundaries, the physical states of particles should be de-
termined to avoid poorly formulated inflow and outflow treatment (PIEKOS; BREUER,
1996; ANDERSON, 1990). The most probable molecular thermal velocity of the intro-
duced molecule is determined in accordance with the temperature given at inlet. The
thermal velocity components perpendicular to the inlet and outlet boundaries are
assigned to the incoming particles. Other variables at both inlet and outlet bound-
aries have to be specified from the states of particles inside the flowfield (XUE et al.,
2000).

2.2.8 Binary Collision Mechanics

The models for internal energy modes are an add-ons to the VHS molecular model for
the translational modes. They affect the translational modes only to extend that the
post-collision translational energy differs from the pre-collision translational energy.
The possibility of chemical reactions may be taken into account and there may be
changes in the pre- and post-collision molecular masses (BIRD, 2013).

Consider a collision between two molecules of mass m1 and m2 with velocity c1, and
c2, respectively. The corresponding post-collision variables are m′1, m′2, c′1 and c′2.
Conservation of mass and momentum requires that,
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m1 +m2 = m′1 +m′2

m1c1 +m2c2 = m′1c
′
1 +m′2c

′
2

(2.64)

The centre of mass velocity cm that is defined by:

cm = m1c1 +m2c2

m1 +m2
= m′1c

′
1 +m′2c

′
2

m′1 +m′2
(2.65)

is therefore unchanged in the collision. The pre-collision and post-collision relative
velocities of the molecules are:

cr = c1 − c2

c′r = c′1 − c′2
(2.66)

Equations 2.56 and 2.66 may be combined to obtain expressions for the molecular
velocities in terms of the relative and centre of mass velocities. Those for pre-collision
velocities are:

c1 = cm + m2

m1 +m2
cr

c2 = cm −
m1

m1 +m2
cr

(2.67)

and those for the post collision velocities are:

c′1 = cm + m′2
m′1 +m′2

c′r

c′2 = cm −
m′1

m′1 +m′2
c′r

(2.68)

When considering the translational energies associated with the collision, it is cus-
tomary to introduce the reduced mass given by m1m2/(m1 +m2). The pre-collision
translational energy of the molecules can then be written down from Eqs. 2.67 and
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2.68 as,

Et = 1/2m1c
2
1 + 1/2m2c

2
2 = 1/2(m1 +m2)c2

m + 1/2mrc
2
r (2.69)

Mass is conserved in the collision and the centre of mass velocity is unchanged so
that the corresponding post-collision translational energy is:

E ′t = 1/2m′1c′1
2 + 1/2m′2c′2

2 = 1/2(m1 +m2)c2
m + 1/2m′rc′r

2 (2.70)

It should be noted that, for collisions that involve chemical reactions, the post-
collision reduced mass differs from the pre-collision value. The initial data for the
DSMC computation of a binary collision comprises the molecular species, the three
velocity components of each molecule and either the energy in or the quantum state
of each internal mode. The collision routine involves the following steps (BIRD, 2013):

• The components of the centre of mass and relative velocity vectors are
calculated from Eqs. 2.56 and 2.66 and the relative translational energy in
the collision 1/2mrc

2
r is calculated.

• The total collision energy is the sum of the relative translational energy
and the energies in all the internal modes of both molecules.

• In the case of chemically reacting flows, the heats of formation of each
molecule are added to the total collision energy. The reaction model is
then applied and, if the reaction occurs, the molecular species are set to
the post-reaction identities and the total collision energy is adjusted for
the changed heats of formation.

• The models for the internal models are applied and the pre-collision en-
ergies are either retained or adjusted. The post-collision internal energies
are subtracted from the total collision energy to obtain the post-collision
relative translational energy 1/2m′rc′r

2.

• The magnitude of the post-collision relative velocity is calculated and
the elastic collision model is applied to determine the components of the
post-collision relative velocity. Equation 2.68 is used to calculate the post-
collision velocity components in the frame of reference.
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2.2.9 Elastic Collision Models

As seen before, the cross-section of the Variable Hard Sphere (VHS) molecular
model, is chosen to match the coefficient of viscosity at some reference tempera-
ture (Eq. 2.25), and the dependence of the cross-section on the relative translational
energy is chosen to match the dependence of the viscosity on temperature in the real
gas. The basic hard-sphere collision mechanics used in the VHS model is illustrated
in the Fig. 2.4.

Figure 2.4 - The collision mechanics of hard sphere molecules in the centre of mass frame
of reference.

Source: Adapted from Bird (BIRD, 1994).

A collision is planar in the centre of mass frame of reference and the impact param-
eters are the angle φ between the collision plane and a plane of reference and the
distance b between lines through the centres of the molecules that are parallel to
the pre-collision relative velocity. As shown in Fig. 2.4, the origin O is at the centre
of one of the molecule and the line OA through the centre of the other molecule
defines de apse line. The apse line bisects the angle between the pre-collision and
post-collision relative and the deflection angle is defined as:

χ = π − 2θA (2.71)

where χ/2 is complementary to θA. The geometry in Fig. 2.4 is such that,
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χ = cos−1(b/d12) (2.72)

where d12 = (d1 + d2)/2 is the mean diameter of the two molecules. The element of
solid angle into which the molecule is scattered is:

d(Ω) = sinχdχdφ = (4/d2
12)bdbdφ = (4/d2

12)d(σ) (2.73)

The element of solid angle is therefore related to the element of cross-section by a
constant so that the hard-sphere scattering is isotropic in the centre of mass frame
of reference. The total solid angle is 4π so that the total collision cross-section for
hard sphere molecule is, as expected,

σ = πd2
12 (2.74)

The direction of the post-collision relative velocity is set by randomly selected az-
imuth and elevation angles, i.e,

cosθ = 2RF − 1, sinθ =
√

1− cos2θ

φ = 2πRF

(2.75)

where RF is the random number.

In this sense, the three components of post-collision (BIRD, 2013) relative velocity
are therefore,

u′r = cosθc′r

v′r = sinθcosφc′r

w′r = sinθsinφc′r.

(2.76)
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3 COMPUTATIONAL PROCEDURE

3.1 Geometry Definition

In the present account, discontinuities present on the surface of a reentry vehicle
are modeled by a flat-plate with a gap of length L and depth H, and a forward-
facing step with height h. The combination of a gap with a forward-facing step is
defined herein as a gap/step configuration. By considering that the nose radius R of
a reentry vehicle [see Fig. 1.2(b)] is orders of magnitude larger than the gap depth
H, the gap width L, or the step frontal-face height h, then one has that H/R, L/R,
or h/R� 1. In this fashion, an understanding of the L/H ratio and the frontal-face
height h impact on the flowfield structure can be gained by comparing the flowfield
behavior of a flat-plate with a gap/step to that of a flat-plate without a gap/step.
Figure 3.1 displays the schematic view of the model employed.

Figure 3.1 - Schematic view of the gap/step geometry.

According to Fig. 3.1, M∞ represents the freestream Mach number, H is the gap
depth, h is the step height, Lu is the length of the gap/step upstream surface, L is
the length of the gap, and Ld is the length of the gap/step downstream surface. It
was assumed three different length-to-depth (L/H) ratios for the combined gap/step
configuration – 1, 1/2, and 1/4 – which corresponds to the gap length L of 3 mm
and a gap depth H of 3, 6 and 12 mm, respectively. In addition, the step height h
investigated was defined as being 3, 6, and 9 mm, which correspond to the dimen-
sionless height h∗(≡ h/λ∞) of 3.23, 6.46, and 9.69, respectively, where λ∞ is the
freestream mean free path for 70 km. Furthermore, it was defined Lu/λ∞ of 50 and
Ld/λ∞ of 50. It was considered that the flat-plate is infinitely long but only the total
length Lu + L+ Ld is investigated.
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As a base of comparison, for 90, 80, 70, and 60 km of altitude, the molecular mean
free path λ is 26.03, 4.11, 0.929, and 0.265 mm, respectively. As a result, for H
(or L and h) of 3 mm, the global Knudsen number is the order of 8.67, 1.37, 0.31,
and 0.088, for altitudes of 90, 80, 70 and 60 km, respectively. In this scenario, the
Knudsen number is in the transition flow regime, as defined earlier in Fig. 1.4. In
the transition flow regime, concepts of the continuum hypothesis cannot be applied,
and the molecular structure of the gas must be considered as illustrated in Fig. 1.5.

3.2 Numerical Simulation Conditions

In the present study, molecular collisions are modeled by using the variable hard
sphere (VHS) molecular model, and the No-Time-Counter (NTC) method as
a collision-sampling technique. The energy exchange between kinetic and inter-
nal modes is controlled by the Larsen-Borgnakke (LB) phenomenological model
(BORGNAKKE; LARSEN, 1975).

These inelastic collisions, ensure the energy exchange between the various internal
modes. In addition, they tend to push the internal energy distributions toward their
equilibrium state. Collision numbers, which correspond to the number of collisions
necessary, on average, for a molecule to undergo relaxation, were assumed to have
a temperature dependence as cited earlier and defined by Bird (BIRD, 2008) for
vibration and Boyd (BOYD, 1990) for rotation.

The freestream coefficient of viscosity µ∞ and the mean free path λ∞ used in the
present simulation are evaluated from a consistent definition (BIRD, 1983) by using
the VHS molecular model with the temperature exponent ω (Eqs. 2.25) equal to 0.77
and 0.74 for O2 and N2, respectively. Table 3.1 summarizes the air characteristics
used in the present DSMC calculations.

The computational domain used for the calculations is large enough so that body
disturbances do not reach the upstream and side boundaries, where the freestream
conditions are specified. The flowfield is divided into a number of regions and each
one of then has a separated value of time step ∆t and a scaling factor FN , which
relates the number of real molecules to the number of simulated particles (SHU et

al., 2005). The ratio of these two quantities, FN and ∆t, is the same in every region.
The cell dimensions must be such that the change in flow properties across each cell
is small; hence, the cell dimension is less then the local mean free path. Each cell is
divided into four subcells (two subcell/cell in each coordinate direction), the smallest
unit of physical space, where the collision partners are selected for the establishment
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Table 3.1 - Characteristics of simulated air for DSMC calculations

Properties Values Unity
Working Fluid N2 + O2

Molecular Weight 28.96 kg/kgmole
Molecular Mass of O2 5.312x10−26 kg
Molecular Mass of N2 4.650x10−26 kg
Molecular Diameter O2 4.070x10−10 m
Molecular Diameter N2 4.170x10−10 m
Moles Fraction of O2 0.237
Moles Fraction of N2 0.763
Viscosity Index of O2 0.77
Viscosity Index of N2 0.74

Degrees of Freedom of O2 5 a 7
Degrees of Freedom of N2 5 a 7

of the collision rate. Also, time is advanced in discrete steps such that each step is
small in comparison with the mean collision time. A view of the computational
domain is depicted in Fig. 3.2.

According to the Fig. 3.2, side I-A is the gap/step surface. Diffuse reflection with
complete thermal accommodation is the condition applied to this side. Side I-B is a
boundary where all flow gradients normal to the boundary are zero. Sides II and III
are freestream sides through which simulated particles can enter and exit. Finally,
the flow at the downstream outflow boundary, side IV, is predominantly supersonic
and vacuum condition is specified. At this boundary, simulated particles can only
exit. The choice of vacuum is normally used when the velocity of the gas through
the boundary is supersonic. For flows with Mach number equal to or greater than
three, the simulated particles entering to the computational domain through the
boundary can be neglected (BIRD, 1994).

The mesh generation, the effect of the mesh resolution, and the verification and
validation process employed in the present account are discussed in the next chapter.

3.3 Freestream Flow conditions

The freestream flow conditions represent those experienced by a reentry vehicle at
an altitude of 70 km, and are summarized in Tab 3.2.

The freestream velocity U∞ is assumed to be constant at 7,546.5 m/s, which corre-
sponds to a freestream Mach numberM∞ of 25. The wall temperature Tw is assumed
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Figure 3.2 - Computational domain of the gap/step geometry.

Table 3.2 - Freestream flow conditions

Altitude (km)T∞(K) p∞(N/m2) ρ∞(kg/m3) µ∞(Ns/m2) n∞(m−3) λ∞(m)
70 219.69 5.582 8.753× 10−5 1.455× 10−5 1.8192× 1021 9.285× 10−4

to be constant at 880 K. This temperature is chosen to be representative of the sur-
face temperature near to the stagnation point of a reentry capsule, and it is also
assumed to be uniform on the gap/step surface. It is important to mention that
this surface temperature is low compared to the freestream stagnation temperature.
This assumption seems reasonable since practical surface material will probably be
destroyed if the surface temperature is allowed to approach the stagnation temper-
ature.
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4 VERIFICATION AND VALIDATION PROCESS

4.1 Code Verification and Validation

The code verification and validation process plays an important rule before pro-
ceeding with the numerical results. The verification and validation process in the
DSMC method consists of four basic steps; (1) verification by increasing the num-
ber of computational cells, (2) by increasing the number of simulated particles, (3)
by increasing the time step, and (4) validation by comparing with experimental or
numerical results available in the literature. In such a context, the purpose of this
Chapter is to discuss at length these four basic steps.

4.2 Computational Requirements

Three primary constraints on the DSMC method must be considered when evaluat-
ing computational requirements: (1) the simulation time step must be less than the
local average collision time, (2) the cell size must be smaller than the local mean free
path, and (3) the number of simulated particles per cell must be roughly constant
in order to preserve collision statistics, since it is very important to obtain sufficient
collisions in the computation.

As pointed by Bird (BIRD, 1994), an important assumption in the DSMC method is
that the gas is dilute, meaning that the average molecular diameter is much smaller
than the average spacing between molecules in the gas. This assumption allows that
the molecular motion be decoupled from the molecular collisions over a small local
time internal. Thus, the successful application of the method requires that the time
step must be a fraction of the average time between collisions, as well the linear size
of a collision cell should be usually not greater than the local mean free path, λ.
Violation of this requirement can lead to a significant distortion of flow properties.

The DSMC method uses the mesh or cell system only for the selection of possible
collision partners. Many practical problems involve complex body shapes and the
generation of suitable mesh can be very demanding and time consuming task. Nu-
merous efforts to develop alternative meshes and to reduce the computational cost
of the method have resulted in a several different mesh schemes that provide an ex-
tensive list of options from which to choose: structured, unstructured, body-fitted,
cartesian, and others. Each of these schemes has advantages and disadvantages such
as a low cost during the movement of simulated particles, the use of cells with
non-uniform size in regions where the gradients are more intense, and application
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in simulation of complex geometries. For example, an advantage of the body-fitted
over the cartesian mesh is a possibility of minimizing the computational domain
size by adapting the domain shape to an expected disturbed area. The mesh cell
structure can therefore be irregular with regard to the shape of the cells and there
can be discontinuities in the mesh lines that define the cell (continuum methods gen-
erally require a near orthogonal mesh structure with no discontinuities). Wilmoth
(WILMOTH et al., 1996) and Nance (NANCE et al., 1997) discussed in details the ad-
vantages of each scheme, in terms of accuracy, computational efficiency and ease of
use.

In order to simulate the collisions, the present numerical DSMC investigation em-
ploys a cartesian mesh consisting of uniform cells where the computational domain
is usually a rectangular cartesian box. The use of rectangular cells has a main ad-
vantage in the sense that to be simple and effective in the particle indexing process
in cells, whereas the use of a body-fitted mesh or another, which requires tracing
or sorting of particles, increases the computational cost by a factor of 2 to 10. This
rectangular regular cells are divided into small cells depending on the flow pattern.
Typically, closer to the body surface, the smallest cells are located (an order of or
smaller than one third of the local mean free path).

In certain regions, such as the vicinity of adiabatic surfaces, flowfield gradients must
be very small, and the cell size must be small enough to adequately capture flowfield
physics near to the body surface. Otherwise, the most energetic particles so close to
the far edge of the cell could transfer energy and momentum to simulated particles
located immediately adjacent to the body surface. Moreover, such particles adjacent
to the surface could transfer energy and momentum to the body surface, and as a
consequence, this leads to a over prediction of the heat flux and of the aerodynamic
forces (FALLAVOLLITA et al., 1993). This type of error can be minimized by reduc-
ing the cell size relative to the local mean free path of simulated particles near to
the surface. The cell size should be small in regions within the flowfield where the
physical properties vary rapidly. It is also important to mention that the division of
the cells in sub-cells is performed during the adaptation procedure according to the
local flow gradients. Studies of mesh convergence in typical test cases showed that
reductions in the sub-cell size has the same benefits as reductions in cell size (BIRD,
2001).

With respect to adequately model the physics of interest, the number of simulated
particles in the numerical code must be greater than a certain number. To obtain
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accurate collision statistics and DSMC results, it is desirable to have at least 20 -
30 simulated particles in each cell (FALLAVOLLITA et al., 1993) (SHU et al., 2005).
However, in high density regions the cell Knudsen number - Knc (see Eq. 1.1) will
be smaller than unity, i.e, the linear size of such cells will be greater than the
local mean free path. The simplest way to avoid such a situation consists only in
a significant increasing of the total number of simulated particles. On one hand,
the use of a great total number of simulated particles allows one, in high density
regions, to obtain cells with Knc > 1 and containing at least the minimum number
of simulated particles. On the other hand, in low density regions, the number of
simulated particles in a cell is much greater then that needed for correct modeling.
Thus, an increase in the total number of simulated particles for detailed spatial
resolution of flow in high density regions leads to overpopulation of particles in low
density regions, which significantly decreases in the computational efficiency. In order
to obtain a more uniform distribution of simulated particles per a cell throughout
the computational domain, a variable scaling factor FN , which is the ratio of real
molecules to simulated particles, is used to control the distribution of simulated
particles within the mesh. Based on this procedure, the flowfield is subdivided into
an arbitrary number of regions where the time step ∆t and the scaling factor FN
remain constant within a region, but they can vary from one region to another.
The combination of subdividing the flowfield into regions along with the use of
variable cell sizes, provides the flexibility to substantially reduce the total number
of simulated particles used in the simulation and also resolves the flow gradients. It
is important to mention that although FN and ∆t can vary from region to region,
the ratio FN/∆t must be the same for all regions, in order to conserve mass across
region boundaries in the flow. In this scenario, with all these set up parameters,
the computational effort can be greatly reduced. More details for estimating the
computational requirements of DSMC simulations are presented at length by Rieffel
(RIEFFEL, 1999).

4.3 Computational Mesh Generation

In the present study, the mesh generation scheme used was based on the procedure
presented by Bird G2 algorithm (BIRD, 1999). In this manner, the flowfield was
divided into a number of arbitrary four-sided regions, Fig. 3.1. Along the opposite
boundaries, point distributions are generated in such way that the number of points
on each side is the same. The cell structure is defined by joining the corresponding
points on each side by straight lines and then dividing each of these lines into
segments which are joined to form the system of quadrilateral cells. The distribution
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can be controlled by a number of different distribution functions which allow the
concentration of points in areas where high flow gradients or small mean free paths
are expected. The point distributions may be chosen independently for each region.

4.4 Computational Mesh Adaptation

The procedure for mesh adaptation employed in this study was threefold: (1) an ini-
tial region and cell mesh structure are generated from consideration of the freestream
flow conditions, (2) assumed values of FN are chosen for each region, ∆t are then
estimated subject to the condition that the ratio FN/∆t be the same for all regions,
and (3) these parameters are iteratively modified until an acceptable number of
simulated particles, cell size distribution and simulation time step are obtained.

4.5 DSMC Test Case

In the present section, the first numerical DSMC test case used for the verification
and validation process was a hypersonic rarefied flow over a flat-plate with zero
degree angle of attack. This simple geometry makes it most useful test case for the
verification and validation code process. In pursuit of this goal, the first numerical
DSMC code employed was adapted in order to reproduce the numerical DSMC data
given by Tsuboi et al. (TSUBOI et al., 2004) and numerical DSMC and experimental
results given by Lengrand et al.(LENGRAND et al., 1992), employing the Dynamic
Molecular Collision (DMC) and LB for the gas-gas interaction model, respectively.

In the study given by Tsuboi et al.(TSUBOI et al., 2004), a bi-dimensional flow over a
sharp flat-plate with a finite leading-edge angle, located in a rarefied hypersonic flow,
was investigated numerically using the DSMC method along with the DMC gas-gas
interaction model. Their goal was to reproduce the numerical DSMC/experimental
investigations of a rarefied hypersonic flow over a flat-plate conducted by Lengrand
et al. (LENGRAND et al., 1992). The DMC model was implemented by Tokumasu
and Matsumoto (TOKUMASU; MATSUMOTO, 1999) in order to accurately predict
the non-equilibrium between molecular internal degrees of freedom in a rarefied gas
flow at a temperature bellow 2000 K. The method was based on the molecular
dynamics simulation of Nitrogen molecules.

In the same fashion, Lengrand et al. (LENGRAND et al., 1992) presented a DSMC
simulation and an experimental investigation of a rarefied hypersonic flow over a
flat-plate. The numerical results were obtained by the DSMC method using the LB
gas-gas interaction model. The experimental data were given by the flow conditions
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obtained in the SR3 low-density facility of the Centre National de la Recherche
Scientifique in Meudon, France. In this sense, the experimental work consisted of a
flowfield surveys by an electron bean fluorescence probe, yielding the flowfield density
distribution, wall pressure and heat transfer measurements using thermocouples
imbedded in a thin wall.

The freestream flow conditions and the geometry parameters, used in the present
section, are those given by the numerical and experimental investigations made by
Lengrand et al.(LENGRAND et al., 1992) that was numerically reproduced by Tsuboi
et al. (TSUBOI et al., 2004), and are displayed in Table 4.1.

Table 4.1 - Freestream flow conditions

Properties Value Unit(SI)
Mach number (M∞) 20.2

Pressure (p∞) 0.06822 N/m2

Density (ρ∞) 1.7256x10−5 kg/m3

Number density (n∞) 3.716x1020 m−3

Temperature (T∞) 13.32 K
Velocity (U∞) 1503 m/s

Mean free path (λ∞) 2.35x10−3 m
Total plate length (2L) 80 (λ∞) m

The computational domain used for the present simulation was made large enough
so that flat-plate disturbances did not reach the upstream and side boundaries,
where freestream conditions were specified. In order to avoid the effect of down-
stream boundary condition, the plate length used in the present numerical DSMC
investigation was of about 80 λ∞. The computational domain was divided into ten
regions, and regions were subdivided into computational cells. The schematic view
of the computational domain used for the DSMC test case (flat-plate) is displayed
into Fig. 4.1. Based on this figure, region 1 consisted of 40 cells along side I-A and 45
cells along side II. Region 2 up to region 10, consisted of 315 cells distributed along
side I-B and 45 cells along side IV. This computational mesh was defined as being
the standard case. In addition to this mesh, two other meshes, defined by coarse and
fine, were used to study the sensitivity of the computations to the mesh resolution.
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Figure 4.1 - Schematic view of the flat-plate geometry.

4.5.1 Effect of Mesh Resolution

The mesh resolution is an important parameter in the DSMC results with partic-
ular respect to the aerodynamic surface quantities. An insufficient mesh resolution
can reduce significantly the accuracy of predicted aerodynamic heating and forces.
Hence, pressure, skin friction, and heat transfer coefficients are used as the repre-
sentative parameters for the mesh sensitivity study. The effect of altering the mesh
resolution in the x and y direction was investigated for a coarse and a fine mesh with,
respectively, 50% less and 100% more cells with respect to the standard mesh. Table
4.2 tabulates the number of cells employed in the ten regions for coarse, standard,
and fine meshes. Furthermore, each mesh was made up of nonuniform cell spacing
in both directions.

The effect of altering the cell size is displayed in Fig. 4.2 as it impacts the calculated
pressure, skin friction and heat transfer coefficients. The comparison shows that the
effect of cell variations over these quantities was negligible for the cases investigated
in the present section, indicating that the standard mesh is essentially independent
of the cell size.
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Figure 4.2 - Effect of altering the cell size in x and y-direction on pressure (top), skin
friction (middle) and heat transfer (bottom) coefficients.
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Table 4.2 - Number of cells in the (x-direction) and [y-direction] for the flat-plate case.

Region Coarse Standard F ine

R1 (20)[22] (40)[45] (40)[45]
R2 (20)[22] (35)[45] (70)[90]
R3 (20)[22] (35)[45] (70)[90]
R4 (20)[22] (35)[45] (70)[90]
R5 (20)[22] (35)[45] (70)[90]
R6 (20)[22] (35)[45] (70)[90]
R7 (20)[22] (35)[45] (70)[90]
R8 (20)[22] (35)[45] (70)[90]
R9 (20)[22] (35)[45] (70)[90]
R10 (20)[22] (35)[45] (70)[90]

#Cells 4400 15975 58500

4.5.2 Effect of Variation on the Number of Simulated Particles

A similar examination was made for the number of simulated particles. The sensitiv-
ity of the calculated results to the variation on the number of simulated particles is
demonstrated in Figure 4.3. In this set of plots, the standard mesh corresponds to a
total of 335,600 simulated particles. Two new cases using the same mesh were inves-
tigated. These new cases corresponds to, on average, 92,500 and 1,200,000 simulated
particles in the entire computational domain. It is clearly seen that the results are
the same for the three cases investigated, indicating that the number of simulated
particles for the standard mesh (335,600) is enough for the code validation process.

4.5.3 Effect of Downstream Boundary Condition

At high speed flows, one conventional boundary condition used to the downstream
boundary is to impose the vacuum condition (BIRD, 1994), where no simulated par-
ticles are allowed to enter in the computational domain. In order to determine the
extend of the upstream effect of the imposed downstream vacuum boundary condi-
tion, calculations were made for other two plates with different lengths. Figure 4.4
displays a comparison of the aerodynamic surface quantities calculated for three
different flat-plate sizes. In this set of plots, the flat-plate length considered was of
45, 80 and 120 λ∞.

According to this set of plots, it is observed that the vacuum boundary condi-
tion present a minor effect in the skin friction and in the heat transfer coefficients.
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Figure 4.3 - Effect of altering the number of simulated particles on pressure (top), skin
friction (middle) and heat transfer (bottom) coefficients.
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Figure 4.4 - Effect of altering the length of the flat-plate on pressure (top), skin friction
(middle) and heat transfer (bottom) coefficients.
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However it is clearly noticed that the pressure coefficient is affected around 10 λ∞
upstream of the downstream boundary.

4.5.4 Experimental and Numerical Comparisons

In order to ensure the validity of the present numerical DSMC results, this sec-
tion presents the comparisons of two numerical DSMC flat-plate investigations with
experimental and numerical results for a flat-plate given by (1) Lengrand et al.
(LENGRAND et al., 1992), that was numerically reproduced using the DSMC method
by Tsuboi et al. (TSUBOI et al., 2004), and (2) Tsuboi and Matsumoto (TSUBOI;

MATSUMOTO, 2005), that was numerically reproduced using a Unified gas-kinetic
scheme (UGKS), by Liu (LIU et al., 2014).

4.5.4.1 First Test Case

The first test case was developed in order to reproduce the results for a rarefied
hypersonic flow over a flat-plate that was conducted experimentally and numerically
by Lengrand et al.(LENGRAND et al., 1992) and reproduced numerically by Tsuboi
et al. (TSUBOI et al., 2004). Freestream flow conditions used in this test case is
tabulated in Tab 4.1. In this sense, density profiles at section x/L =1.5 is displayed
in Figure 4.5. In this plot, the solid line represents the numerical DSMC test case
used to reproduce the experimental and numerical DSMC previously investigated
by Lengrand et al. (LENGRAND et al., 1992) and Tsuboi et al.(TSUBOI et al., 2004),
respectively; empty and filled square symbols represent the zero1 and the twenty2

leading-edge angle of attack related to a bi-dimensional numerical DSMC flow over
a flat-plate investigated by Tsuboi et al. (TSUBOI et al., 2004). Finally, for the same
conditions, the experimental3 data obtained by Lengrand et al.(LENGRAND et al.,
1992) are represented by filled circles with uncertainty of 10%. Also the ratios x/L
and y/L correspond to the distance x from the sharp leading, and the height y, both
normalized by the flat-plate length L.

According to Figure 4.5, it is seen a good agreement with the present results in
comparison with experimental data and numerical results obtained by Lengrand et
al. (LENGRAND et al., 1992) and Tsuboi et al.(TSUBOI et al., 2004), respectively.

Figure 4.6 displays the translational (Tt) and rotational (Tr) temperature distribu-
tions on the flat-plate (in the cells immediately adjacent to the surface). In this

1correspond to the Tsuboi et al.1 legend in Figures 4.5, 4.6, and 4.7
2correspond to the Tsuboi et al.2 legend in Figures 4.5, 4.6, and 4.7
3correspond to the Lengrand et al.3 legend in Figure 4.5, and 4.7
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Figure 4.5 - Density profiles at section x/L = 1.5 on the flat-plate surface.

plot, solid and dotted lines represent the present DSMC results for translational
and rotational temperatures, respectively. Also filled and empty symbols represent
the translational and rotational temperatures, respectively, given by the numerical
DSMC results obtained by Tsuboi et al. (TSUBOI et al., 2004). For this particular
plot, it is important to mention that square and circle symbols represent the numer-
ical results for zero1 and twenty2 leading-edge angle of attack, respectively. Again in
this plot, the ratio x/L correspond to the distance x from the sharp leading normal-
ized by the flat-plate length L. According to Figure 4.6, it is seen a good agreement
of the present results with numerical DSMC investigation given by Tsuboi et al.
(TSUBOI et al., 2004).

Figure 4.7 illustrates the pressure ratio distributions on the flat-plate surface. In
this plot, numerical DSMC and experimental data are displayed as following: 1)
solid line represents the present DSMC results; 2) empty and filled square symbols
represent the data obtained by Tsuboi et al. (TSUBOI et al., 2004) for the numerical
DSMC investigations for zero1 and twenty2 degrees angle of attack, respectively;
3) filled and empty circle symbols represent the data obtained by Lengrand et al.
(LENGRAND et al., 1992) – experimental 3 data, and numerical DSMC B44 results,
respectively – and finally empty triangle corresponds to numerical DSMC B55 data,
also obtained by Lengrand et al. (LENGRAND et al., 1992).

4correspond to the Lengrand et al.4 legend in Figures 4.7, and 4.8
5correspond to the Lengrand et al.5 legend in Figures 4.7, and 4.8
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Figure 4.6 - Translational and rotational temperature distributions in the cells immedi-
ately adjacent to the flat-plate surface.

Before proceeding with the analysis, it is important to mention that the pressure
on the flat-plate surface, in the present DSMC simulations, was calculated by the
normal momentum exchange of simulated particles on the surface, and not by the
macroscopic pressure p derived from the equation of state, which uses density and
temperature as a reference. It should be remarked in this context that the assumption
of continuum flow is not valid for the present investigation and, as a consequence,
the pressure p at the surface calculated with the ideal gas equation of state does not
provide an accurate result.

Looking to Figure 4.7, it is seen differences in the pressure distributions along the
flat-plate surface with respect to the others investigations. These differences were
probably due to the different numerical parameters used between the current DSMC
test case, the experimental and numerical data given by Lengrand et al.(LENGRAND

et al., 1992), and the numerical DSMC investigation given by Tsuboi et al.(TSUBOI

et al., 2004). In their numerical DSMC work, Tsuboi et al. (TSUBOI et al., 2004)
used a DMC gas-gas interaction model for Nitrogen molecules, and the null collision
(NC) technique for collision frequency (KOURA, 1986). The DMC gas-gas interaction
model, was developed by Tokumasu and Matsumoto (TOKUMASU; MATSUMOTO,
1999). This model accurately predict the non-equilibrium between molecular internal
degrees of freedom in a rarefied gas flow at temperature bellow 2000 K. This model is
based on the cross sections and energy distributions after the collisions obtained by
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Figure 4.7 - Wall pressure along the flat-plate surface.

the molecular dynamics (MD) simulations for diatomic molecules. It is important to
emphasize that the present DSMC solution employed the Larsen-Borganakke (LB)
model as the gas-gas interaction model, and the no-time-counter (NTC) technique
(BIRD, 1989) for collision frequency. In the same sense, Lengrand et al. (LENGRAND et

al., 1992) used in his numerical work the time-counter (TC) by Bird (BIRD, 1976) for
collision frequency, and two different values for the fraction of inelastic collisions, f .
The fraction f = 0.5 (DSMC B44) was considered to be consistent with a realistic
value of the rotational collision number Zr equal to a few units. The fraction f

= 1 (DSMC B55) was used in order to be more favorable to the Navier-Stokes
hypothesis, since the translational and rotational temperatures are equal to a some
value (thermodynamic equilibrium, where Tt = Tr). In addition, since was impossible
to make VHS model to reproduce the correct viscosity in the whole temperature
range involved (13-1100 K), two sets of VHS parameters were used by Lengrand et
al.(LENGRAND et al., 1992), VL and VH, where VL (DSMC B44) refers to fitting in
a low-temperature range (T∞, Tw), and VH (DSMC B55) refers to fitting σref and
ω to the gas viscosity in a high-temperature range (Tw, T0).

It is also important to remark that, in the present DSMC solution, the intermolecular
collision model used for the whole temperature range was the Variable Hard Sphere-
VHS, and the rotational collision number Zr was set to be energy dependent, as
suggested by Boyd (BOYD, 1990). Therefore, the difference in the pressure ratio
profiles might be attributed to the differences in these parameters.
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Figure 4.8 illustrates the Stanton number, St, distributions on the flat-plate surface.
The Stanton number can be merely compared with the skin friction (Cf ) coefficient
by the relation of St = Cf/2. According to this plot, one has: 1) solid line repre-
sents the present DSMC results; 2) circle, triangle, and diamond empty symbols
represent the numerical DSMC B44, DSMC B55, and DSMC D16 results obtained
by Lengrand et al. (LENGRAND et al., 1992), respectively. It is important to men-
tion that the DSMC D16 case considered the full accommodation parameter, the
fraction of inelastic collisions f = 0.5, and the VH molecular model, which refers to
the fitting σref and ω to the gas viscosity in a high temperature range, as discussed
earlier. Quite similar to the pressure distributions, the Stanton number along the
flat-plate surface presents good agreement between the present DSMC results and
the DSMC results obtained by Lengrand et al. (LENGRAND et al., 1992).

Figure 4.8 - Stanton number along the flat plate surface.

4.5.4.2 Second Test Case

A second test case was simulated in order to reproduce the results for a rarefied
hypersonic flow over a flat-plate that was conducted experimentally by Tsuboi and
Matsumoto (TSUBOI; MATSUMOTO, 2005), and reproduced numerically using a Uni-
fied gas-kinetic scheme (UGKS), developed by Liu et al. (LIU et al., 2014). The
Unified gas-kinetic scheme was constructed for both continuum and rarefied flow

6correspond to the Lengrand et al.6 legend in Figure 4.8
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computations. According to Liu et al. (LIU et al., 2014), this scheme is more efficient
than that in the traditional DSMC method in the low transition and continuum
flow computations. In addition, the UGKS scheme has been validated extensively
(LIU et al., 2014) through numerical tests in comparison with DSMC solutions in the
transition flow regime. The freestream flow conditions and the simulation conditions
used in this test case are tabulated in Tab.4.3.

Table 4.3 - Comparison of freestream flow conditions for numerical simulations given by
the second DSMC code, by Liu et al. (LIU et al., 2014) and experimental data
obtained by Tsuboi and Matsumoto (TSUBOI; MATSUMOTO, 2005)

Work Gas M∞ T∞ (K) p∞ (Pa) N.M.*
(LIU et al., 2014) N2 4.89 116 2.12 UGKS

(TSUBOI; MATSUMOTO, 2005) N2 4.89 116 2.12 Experimental
Test Case N2 5.0 116 2.12 DSMC

* N.M. = Numerical method

Figure 4.9 - Temperature profiles along vertical lines at x = 5mm

Figures 4.9, and 4.10 display the translational and rotational temperature profiles,
normalized by the freestream temperature, for two sections along the flat-plate sur-
face. In this set of plots, solid and dashed lines represent the second DSMC test
case for the translational and rotational temperatures, respectively; square symbols
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Figure 4.10 - Temperature profiles along vertical lines at (a) x = 20mm

represent the numerical UGKS study given by Liu et al.(LIU et al., 2014), and finally
circle symbols represent the experimental results (Run number 34) for rotational
temperature given by Tsuboi and Matsumoto (TSUBOI; MATSUMOTO, 2005), with
uncertainty of 0.5%.

According to the Figures 4.9 and 4.10, it is seen that the non-equilibrium between
the translational and rotational temperatures in the vicinity of the flat-plate surface
is quite large, and even by the differences between the numerical methods used in
the investigations, and tabulated in Tab.4.3, data obtained from the present DSMC
results agree fairly well with the numerical UGKS, and experimental investigations
given by Liu et al. (LIU et al., 2014) and Tsuboi and Matsumoto (TSUBOI; MAT-

SUMOTO, 2005).

4.6 Gap/step case

This section presents the analysis in order to do the verification of the mesh reso-
lution and the number of simulated particles influence on the aerodynamic surface
quantities – heat transfer (Ch), pressure (Cp), and skin friction (Cf ) coefficients –
in the gap/step case for the length to depth (L/H) ratio of 1/4 and the step dimen-
sionless height h∗ of 3.23. It should be remarked that the gap/step case with L/H =
1/4, and h∗ = 3.23 was used as a reference case. A similar procedure was employed
in the grid independence study for the other cases.
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4.6.1 Effect of the Mesh Resolution

Analogous to the numerical DSMC analysis employed for the flat-plate case in the
previous section, Figures 4.11 and 4.12 display the impact on the aerodynamic sur-
face quantities on surfaces S1/S5 and S4 (see Fig.3.2), respectively, due to the effect
of the mesh resolution in the x− and y− direction for a coarse and fine mesh with
a half less and double more cells, respectively, in comparison to the standard mesh.
Table. 4.4 tabulates the number of cells employed in the eight regions for coarse,
standard, and fine meshes. Again each mesh was made on non-uniform cell spacing
in both directions, particularly near to the body surface in which the flow properties
are more intense.

According to figures 4.11 and 4.12 there is sufficient evidence that the standard mesh
of 510 x 500 cells in x− and y− directions, respectively, is sufficient for the present
numerical investigation.

Table 4.4 - Number of cells in the (x-direction) and [y-direction] for the gap/step case.

Region Coarse Standart F ine

R1 (10)[5] (20)[10] (40)[20]
R2 (65)[20] (130)[40] (260)[80]
R3 (20)[50] (40)[100] (80)[200]
R4 (20)[50] (40)[100] (80)[200]
R5 (10)[30] (20)[60] (40)[120]
R6 (55)[30] (110)[60] (220)[120]
R7 (10)[30] (20)[60] (40)[120]
R8 (65)[35] (130)[70] (260)[140]

#Cells 7875 31500 126000

4.6.2 Effect of Variation on the Number of Simulated Particles

A similar investigation was made for the number of simulated particles variations.
Figures 4.13 and 4.14 demonstrate this effect on heat transfer, pressure, and skin fric-
tion coefficients along surfaces S1, S4, and S5. The standard mesh for the gap/step
geometry with L/H = 1/4, and h∗ = 3.23 case corresponds to, on average, a total
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Figure 4.11 - Effect of altering the cell size in x− and y− direction on heat transfer (top),
pressure (middle), and skin friction (bottom) coefficients along surfaces S1
and S5. 77



Figure 4.12 - Effect of altering the cell size in x− and y− direction on heat transfer (top),
pressure (middle), and skin friction (bottom) coefficients along gap/step
frontal face - S4. 78



Figure 4.13 - Effect of variation on the number of simulated particles on heat transfer
(top), pressure (middle), and skin friction (bottom) coefficients along sur-
faces S1 and S5. 79



Figure 4.14 - Effect of variation on the number of simulated particles on heat trans-
fer (top), pressure (middle), and skin friction (bottom) coefficients along
gap/step frontal face - S4. 80



of 661,500 simulated particles. Two new cases using the same mesh were investigated.
These two new cases correspond to 165,000 and 2,645,640 simulates particles in
entire computational domain. Again, as the three cases presented the same results
for the heat transfer (Ch), pressure (Cp) and skin friction (Cf ) coefficients, hence the
standard mesh with a total of 661,500 simulated particles was considered enough for
the computation of the flowfield properties. For completeness, Fig. 4.15 illustrates
the standard mesh for the gap/step configuration with L/H = 1/4 and h∗ = 3.23.

(a) (b)

Figure 4.15 - A Drawing illustrating of the cell distribution for (a) the standard grid for
the gap/step configuration with L/H = 1/4, and h∗ = 9.69, and (b) the
magnified view of the regions R2, R3 and R4.
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5 COMPUTATIONAL RESULTS AND DISCUSSION

Having computed flowfield and surface properties over a wide range of simulation
parameters, it proves instructive to summarize the major features of the results.
Consequently, the purpose of this chapter is to discuss and compare differences in the
flowfield properties, and in the aerodynamic surface quantities due to variations on
the gap L/H ratio and on the step frontal-face height h, for the combined gap/step
geometry.

5.1 Flowfield Properties

This subsection focuses on the calculations of the primary properties obtained from
DSMC results. The primary properties of particular interest in this work are velocity,
density, pressure, and kinetic temperature.

5.1.1 Velocity Profiles

The DSMC method is essentially a statistical method. In this method, the macro-
scopic properties are computed as averages from the microscopic properties in each
cell in the computational domain. As a result, the velocity vector is given by the
following expression:

c0 =
∑N
j=1(mc)j∑N
j=1mj

(5.1)

where N , m and c represent, respectively, the number of molecules, the molecular
mass and the velocity vector of the molecules in each cell. It should be noted that
the mean molecular velocity c̄ (≡ c0 = u~i+ v~j +w~k) defines the macroscopic mean
velocity. It is also important to mention that the velocity of the molecule relative to
the mean macroscopic velocity, defined as thermal or peculiar velocity, is denoted
by c’ ≡ c− c0.

Before proceeding with the analysis, it is instructive to first examine the boundary-
layer thickness δ for the flat-plate case, without a combined gap/step, employed as
a benchmark in this investigation. The boundary-layer thickness was obtained by
considering the condition u/U∞ ≈ 0.99, where u is the tangential velocity, i.e., the
velocity component in the x-direction. It was found that δ/λ∞ = 17.76 for a distance
of 53.23λ∞ from the sharp leading edge. Consequently, the boundary-layer thickness
is larger than the step height h∗ of 3.23, 6.46, and 9.69, a flow feature of particular
interest in the present study.
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5.1.1.1 Gap L/H Ratio Effect

Figure 5.1 displays the velocity ratio u/U∞ profiles for three sections along surface S1
(upstream surface) in a combined gap/step configuration. In this set of plots, filled
and empty symbols correspond to the dimensionless step height h∗ of 3.23 and 9.69,
respectively, X represents the distance x from the sharp leading edge normalized by
λ∞, and Y the distance y above surface S1 also normalized by λ∞. The combined
gap/step case with the dimensionless step height h∗ of 6.46 is a intermediate case,
and results for this case will not be shown in these plots.

According to these plots, it is clearly noticed that the gap L/H ratio investigated did
not affect the tangential velocity profiles along surface S1, since for each upstream
section considered (X = 39, 44, and 48), the tangential velocity profiles (u/U∞) are
quite similar.

Figure 5.2 displays the tangential velocity ratio u/U∞ profiles for three sections
inside the gaps, along surface S3. In this set of plots, again filled and empty symbols
correspond to the dimensionless step height h∗ of 3.23 and 9.69, respectively, X ′L
represents the distance (x − Lu − L/2) normalized by the gap length L, and YH is
the height y above surface S3 normalized by the gap depth H. Again, results for the
case with dimensionless step height h∗ of 6.46 will not be shown in these plots. It is
clearly seen from these figures, that changes on gap L/H ratio, and on step frontal-
face height h, affect the flowfield inside the gap in a combined gap/step configuration.
It is evident from these plots that: (1) as the gap L/H ratio decreases, the clockwise
recirculation region that before fills the entire gap for the L/H ratio of 1 do not
reach the bottom surface of the gap, and (2) as the step height h∗ increases, the
clockwise recirculation region inside the gap tends to go outside, inducing a second
recirculation region in a opposite direction inside the gap.

Finally, before looking at the other flowfield properties in more detail, a brief consid-
eration of the parameters involved is in order. It is quite apparent from Fig. 5.1 that
changes on the gap L/H ratio did not affect the tangential velocity profiles along
surface S1, for the range of values investigated in this work. Conversely, changes in
the step frontal-face h is of great importance along surface S1. In this framework,
in the analysis of the step frontal-face thickness effect, the gap L/H of 1 will be
considered as the reference case.
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Figure 5.1 - Distribution of tangential velocity (u/U∞) profiles for three sections along
surface S1, defined by section X of 39 (top), 44 (middle), and 48 (bottom).
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Figure 5.2 - Distribution of tangential velocity (u/U∞) profiles for three sections along
surface S3, defined by section X ′L of -0.25 (top), 0.00 (middle), and 0.25 (bot-
tom).
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5.1.1.2 Step Frontal-face Thickness Effect

The distribution of the tangential velocity ratio u/U∞ profiles for three sections
along surface S1 is illustrated in Fig. 5.3 for the gap L/H ratio of 1, parameterized
by the dimensionless step height h∗. Again in these plots, filled and empty symbols
correspond to the dimensionless step height h∗ of 3.23 and 9.69, respectively. As a
basis of comparison, the tangential velocity ratio profiles for the forward-facing step
(S) (LEITE, 2009), the gap (G) (PAOLICCHI, 2011), and the flat-plate (FPL) (LEITE;
SANTOS, 2011) cases are also illustrated in the same set of plots. It is important to
mention that the tangential velocity ratio profiles for h∗ = 6.46 case are intermediate
to the other two cases, and therefore, they will not be shown.

According to Fig. 5.3, it is observed that changes in the step height h affect the
flowfield far upstream, as was expected. It is found that changes in the step height
for the gap/step configuration were less intense than those observed for the step
case alone, i.e., the forward-facing step case. In this sense, for section X = 39, the
velocity profiles for the gap, step, and gap/step configuration, defined by h∗ = 3.23,
are basically identical, by visual inspection, to those for the flat-plate case. It means
that no effect of the presence of the step or the gap is observed up to this section.
Conversely, for h∗ = 9.69 case, the presence of the gap/step configuration is felt far
upstream along surface S1. Moreover, for section X ≥ 44, the upstream disturbance
caused by the step or by the gap/step configuration is observed on the velocity
profiles for the frontal-face height h investigated. In addition, it is observed that the
velocity profiles are affected more upstream with increasing the frontal-face height
h. This behavior results from the diffusion of molecules that are reflected from the
frontal-face of the step. Also, for sections X ≥ 44, the velocity profiles related to the
steps indicate negative velocities close to surface S1, characterizing a recirculation
region at the vicinity of the step frontal-face. For section X = 39, negative velocity
occurs only for the step height h∗ = 9.69 case, and for section X = 48, for the three
frontal-face heights investigated, as displayed by the magnified view shown in the
right column of Fig. 5.3.

Another flow peculiarity is with respect to the tangential velocity at station Y ≈
0. It is clearly seen from Fig. 5.3 that u/U∞ 6= 0 for Y ≈ 0, a characteristic of a
rarefied flow regime. As a result, the condition of u/U∞ = 0 at the body surface,
no-slip velocity in the continuum flow regime, is not applied in a rarefied flow. The
slip-velocity occurs due to the relatively low number of collision experienced by a
gas at high Kn, meaning that the average velocity at the wall has a finite value.
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Figure 5.3 - Distribution of tangential velocity (u/U∞) profiles for three sections along
surface S1 for gap/step configuration with L/H ratio of 1, defined by section
X of 39 (top), 44 (middle), and 48 (bottom).
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Consequently, this phenomenon reduces shear stress and may affect the boundary
layer separation (BOYD, 2014).

Tangential velocity ratio u/U∞ profiles inside the gaps in a combined gap/step con-
figuration are demonstrated in Fig. 5.4 for three sections X ′L. In this set of diagrams,
the tangential velocity ratio u/U∞ is displayed as a function of the dimensionless
height YH , i.e., the height y normalized by the gap depth H. In addition, diagrams in
the left column present the profiles for L/H of 1, and right column profiles for L/H
of 1/4. For comparison purpose, profiles for the gap case investigated by Paolicchi
(PAOLICCHI, 2011) are also displayed in these diagrams. The gap case with L/H of
1/2 is considered as a intermediate case, and therefore, data for this case will not
be shown.

On examining Fig. 5.4, it is seen that for the gap case (PAOLICCHI, 2011) with L/H
ratio of 1, it appears just one recirculation region in the clockwise direction and that
this recirculation region fills the entire gap. Otherwise, in a gap/step configuration
with the gap L/H of 1, due the presence of the step, this recirculation region becomes
less intense within the gap. In addition, it is also seen that, as the gap L/H ratio
decreases, this recirculation region did not reattach the bottom surface of the gap.

Normal velocity profiles inside the gap in a combined gap/step geometry, with the
gap L/H ratio of 1 and 1/4, are displayed in Fig. 5.5, for three sections as a function
of the distance X ′L. In this set of plots, the normal velocity v is normalized by the
freestream velocity U∞, and the three sections Y ′H correspond to the transversal
sections (y +H) normalized by the gap depth H, i.e., Y ′H of 0.25, 0.50, and 0.75.

According to these plots, it is seen that the flow inside the gap, in a combined
gap/step configuration and in the gap case (without a step), present positive values
(moving upward) in the normal velocity ratio profiles in the first half of the gap
(X ′L < 0), and negative values (moving downward) in the second part of the gap
(X ′L > 0). Therefore, based on these two opposite behaviors for the normal velocity
ratio, it may be inferred in passing that there is a region of clockwise recirculation
flow inside the gap. Also, as the step frontal-face height h∗ increases to 9.69, the
normal velocity ratio profiles present an opposite behavior, indicating that the flow
inside the gap in a combined gap/step is in a counterclockwise direction. Finally,
it is also seen that, as the gap L/H decreases, the normal velocity v component is
zero for positions bellow Y ′H = 0.50, indicating that there is no recirculation region
at the vicinity of the gap floor for theses cases.
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Figure 5.4 - Tangential velocity ratio (u/U∞) profiles inside the gap with L/H = 1 (left
column), and L/H = 1/4 (right column), for three sections along surface S3
in a combined gap/step configuration, defined by section X ′L of -0.25 (top),
0.00 (middle), and 0.25 (bottom).
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Figure 5.5 - Normal velocity ratio (v/U∞) profiles inside the gaps, with L/H = 1 (left
column), and L/H =1/4 (right column), for three transversal sections in a
combined gap/step configuration, defined by section Y ′H of 0.25 (top), 0.50
(middle), and 0.75 (bottom).
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Figure 5.6 - Distribution of streamline traces around the combined gap/step geometry
with frontal-face thickness h∗ = 3.23 and L/H of 1 (top), 1/2 (middle), and
1/4 (bottom).
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Figure 5.7 - Distribution of streamline traces around the combined gap/step geometry
with frontal-face thickness h∗ = 6.46 and L/H of 1 (top), 1/2 (middle), and
1/4 (bottom).
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Figure 5.8 - Distribution of streamline traces around the combined gap/step geometry
with frontal-face thickness h∗ = 9.69 and L/H of 1 (top), 1/2 (middle), and
1/4 (bottom).
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In a effort to emphasize points of interest related to the velocity field, Figs. 5.6, 5.7,
and 5.8 display the flow topology with streamline traces around the combined
gap/step configuration with step frontal-face height h∗ of 3.23, 6.46 and 9.69, re-
spectively, and with gap L/H ratio of 1, 1/2, and 1/4. It may be recognized from
this set of plots that, in general, a recirculation region appears ahead of the step, in
which the flow goes in the clockwise direction, and another one inside the gap, in
which the flow goes in the counterclockwise direction. For the particular gap/step
case with h∗ = 3.23 and L/H = 1, just one recirculation region appears inside the
gap, which fills entirely the gap. In addition, as the L/H ratio decreases, another
recirculation region appears inside the gap with the flow in the opposite direction.

Another flow peculiarity is related to the step height effects on the recirculation
region. Based on Figs. 5.6, 5.7, and 5.8, there is sufficient evidence that, as the
step height h∗ increases from 3.23 to 9.69, the primary recirculation region (in the
clockwise direction) inside the gap tends to move outside the gap, inducing another
recirculation inside the gap in a counterclockwise direction. As a consequence, a
recirculation region is clearly seen in front of the step frontal-face and this recir-
culation region increases with increasing the step height h∗. This behavior is quite
similar to the forward-facing step (without a gap) case, that was investigated by
Leite (LEITE, 2009), for the same freestream and flow conditions.

A rarefied hypersonic flow inside a gap, without a step, was investigated by Paolic-
chi (PAOLICCHI, 2011), considering the same freestream and flow conditions, as
tabulated in Tabs. 3.1 and 3.2. For comparison purpose, streamline traces inside a
gap with a L/H ratio of 1, 1/2, and 1/4 are depicted in Fig. 5.9.

Looking to Fig. 5.9, it is clearly seen that flow within the gaps is characterized by
a primary recirculation region. For the cases with L/H ratio of 1 and 1/2, it is
observed that the recirculation region fills the gaps completely. Conversely, for the
L/H ratio of 1/4, the recirculation region does not fill the entire gap. Furthermore,
the flow exhibits an irregular or chaotic structural motion in the second half portion
of the gap, more precisely for Y < -7. Finally, for the three cases investigated by
Paolicchi (PAOLICCHI, 2011), the external stream does not reattach at the bottom
surface of the gap. It should be mentioned in this context that the gap flow topology
observed by Paolicchi (PAOLICCHI, 2011) in a rarefied environment differs from that
usually observed in the continuum flow regime. In the continuum flow regime, the
gap flow topology is defined by the development of a column of counter-rotating
vortices within the gap caused by the main stream flow, where the number of vor-
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(a) (b) (c)

Figure 5.9 - Distribution of streamline traces inside the gaps with L/H ratio of (a) 1, (b)
1/2, and (c) 1/4.

tices is approximately given by H/L ratio. In addition, alternating hot spots are
developed in the gap when the vortices directionally align and impinge on the gap
sidewall (EVERHART et al., 2006).

In the following, as a base of comparison, forward-facing step streamlines traces of
a rarefied hypersonic flow over forward-facing step with step height h∗ of 3.23, 6.46
and 9.69, investigated by Leite (LEITE, 2009), are displayed in Fig. 5.10. It is clearly
noticed from this plots that a recirculation region appears at the vicinity of the step
frontal-face surface. It may be inferred by visual inspection that the recirculation
region increases with increasing the step height not only along the upstream surface,
but also along the step frontal-face surface.

By the time being, it is instructive to examine the differences between the separa-
tion and reattachment points for a gap/step configuration (Figs. 5.6, 5.7, and 5.8),
from those for the forward-facing step (Fig. 5.10). From this set of plots, by visual
inspection, it is seen the recirculation region increases in front of the frontal-face.
As a consequence, the separation point on surface S1 ahead the gap/step configura-
tion is strongly influenced by the step frontal-face height h. On the other hand, the
reattachment point on the step frontal-face, surface S4, of the combined gap/step
geometry has small differences in comparison with that for the step case alone. Also,
both the separation and the reattachment points on these surfaces did not change

96



(a) (b) (c)

Figure 5.10 - Distribution of streamline traces around the steps with frontal-face thickness
h∗ of (a) 3.23, (b) 6.46 and (c) 9.69.

for the range of the gap L/H ratio investigated.

For comparison purpose, Tab. 5.1 tabulates the separation point on surface S1, and
the reattachment point on the step frontal-face, surface S4, by considering the gap
L/H ratio and the step height h∗ of a combined gap/step geometry. In Tab.5.1, Xs

and Yr represent, respectively, the distances x and y, normalized by the mean free
path λ∞, and the subscripts s and r refer to the separation and reattachment points,
respectively.

According to this table, it is noticed that the separation point Xs for the gap/step
configuration increases in comparison with that for the forward-facing step. In ad-
dition, Xs decreases by increasing the step height h. The reason for that is because
the upstream disturbance increases with increasing the step height. Conversely, no
appreciable changes are observed for the reattachment point Yr for the gap/step
configuration when compared to that for the forward-facing step.

Finally, it is seen from Tab. 5.1 that the recirculation region ahead of the combined
gap/step is less intense in comparison with the recirculation region of the step case
alone. The results show that the separation point moved away from the step as the
step height increased, as observed by Rogers and Berry (ROGERS; BERRY, 1965).
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It is important to remark that the separation point Xs and the reattachment point
Yr were obtained on the basis of zero skin friction coefficient, Cf = 0 (or wall shear
stress τw = 0). The reason for that is because the skin friction coefficient along a
surface changes from a positive value to a negative value at separation and vice-
versa at reattachment, as pointed out by Kim and Setoguchi (KIM; SETOGUCHI, )
and Deepak et al. (DEEPAK et al., ), and employed by Schafer et al. (SCHÄFER et al.,
2009), Ji and Wang (JI; WANG, 2010), and Ji and Wang (JI; WANG, 2012). Hence,
it is a good indication of the position of separation at the upstream surface and
reattachment at the step frontal-face surface.

Table 5.1 - Comparison of separation and reattachment points for the gap L/H ratio of
[L/H = 1],(L/H = 1/2), and <L/H = 1/4> in a gap/step configuration (G/S)
and forward-facing step (S), as a function of the step frontal-face height (h∗).

h∗ Xs (G/S) Xs (S) Yr (G/S) Yr (S)
3.23 [50.00] (50.00) <50.00> 48.33 [2.73] (2.72) <2.73> 2.63
6.46 [46.37] (46.38) <46.38> 42.86 [5.59] (5.59) <5.60> 5.61
9.69 [40.61] (40.62) <40.62> 37.34 [8.68] (8.68) <8.68> 8.70

5.1.2 Density Field

The density in each cell in the computational domain is obtained by the following
expression,

ρ = 1
Vc

N∑
j=1

mj (5.2)

where N is the number of molecules in the cell, m is the molecular mass and Vc is
the volume of the cell.

5.1.2.1 Gap L/H Ratio Effect

Density ratio (ρ/ρ∞) profiles for three sections along surface S1 in a combined
gap/step configuration are demonstrated in Fig. 5.11. Due to the large range of
variation for the ratio ρ/ρ∞ along surface S1, the scale in the x-direction differs
from one plot to another. It is firmly established from Fig. 5.11 that the gap L/H
ratio changes do not affect the density ratio profiles ahead the combined gap/step
geometry, since for each section considered, the density ratio profiles are quite sim-
ilar.
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Figure 5.11 - Density ratio (ρ/ρ∞) profiles for three sections along surface S1 in a combined
gap/step configuration, defined by section X of 39 (top), 44 (middle), and
48 (bottom).

99



Figure 5.12 displays the density ratio ρ/ρ∞ profiles for three sections X ′L along
surface S3, parameterized by the gap L/H ratio. Again YH is the height y above
surface S3 normalized by the gap depth H. From these plots, it may be recognized
that the density inside the gap increases from the top to the bottom of the gaps
for the L/H ratio investigated. It is quite apparent that the density ratio tends
to a constant value at the bottom of the gap with decreasing the L/H ratio. It is
also seen that the density inside gap dramatically increases with the step height
increase. For comparison purpose, the density ratio at the bottom surface of the gap
is approximately 25 and 70 times the freestream density for the step height h∗ of
3.23 and 9.69, respectively.

5.1.2.2 Step Frontal-face Thickness Effect

The distribution of density ratio (ρ/ρ∞) profiles for three sections along surface
S1 in a combined gap/step configuration is displayed in Fig. 5.13, parameterized
by the step frontal-face height h∗. In this group of plots, for comparison purpose,
density ratio profiles for the forward-facing step (S) (LEITE, 2009), for the gap
(G) (PAOLICCHI, 2011), and for the flat-plate (FPL) (LEITE; SANTOS, 2011) cases
are also presented in the same plots. Again, due to the large range of variation for
the ratio ρ/ρ∞ along surface S1, the scale in the x-direction differs from one plot to
another.

According to Fig. 5.13, it is observed that the upstream disturbance imposed by the
combined gap/step configuration, and by the step for the h∗ = 9.69 case, is felt by
the density profile at section X = 39. In contrast, there is no indication that the
density profile be affected by the presence of the combined gap/step or by the step
with h∗ = 3.23. As expected, by increasing the step frontal-face h, the disturbance
caused by the step is felt more upstream in the flow.

Another flow peculiarity is observed in Fig. 5.13. It is noted that density dramatically
increases as the flow approaches the step frontal-face, i.e., the density ρ increased
at least by an order of magnitude when compared to the freestream density ρ∞, as
illustrated in the profiles for section X = 48. For comparison purpose, the density
ratio ρ/ρ∞ for step cases (LEITE, 2009) is around 14.09, 36.75 and 51.94 for h∗ of
3.23, 6.46, and 9.69, respectively, for section X = 48. On the other hand, the density
ratio for the gap/step configuration at the same section is smaller than that for step
case alone, around 4.83, 22.37, and 41.87, for h∗ of 3.23, 6.46, and 9.69, respectively.
The reason for that is because, at the vicinity of the step frontal-face, the flow enters
into the gap, decreasing the density at the vicinity of surface S1/S2 junction.
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Figure 5.12 - Density ratio (ρ/ρ∞) profiles for three sections along surface S3 inside the
gap in a combined gap/step configuration, defined by section X ′L of -0.25
(top), 0.00 (middle), and 0.25(bottom).
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Figure 5.13 - Density ratio (ρ/ρ∞) profiles for three sections along surface S1 in a combined
gap/step configuration, defined by section X of 39 (top), 44 (middle), and
48 (bottom).
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It is also seen in Fig. 5.13 that the density ratio experiences significant changes in
the perpendicular direction as the flow moves downstream along surface S1. The
density ratio is high adjacent to the surface, Y ≈ 0, and rapidly decreases inside
the boundary layer. This behavior is observed when the body surface is very much
cooler than the stagnation temperature of the oncoming gas. As a result, the gas
near the body surface is very much cooler than the gas in the rest of the boundary
layer. Finally, as Y → ∞, the density tends to recover the freestream density.

Density ratio (ρ/ρ∞) profiles for three sections X ′L inside the gap, in a combined
gap/step configuration, are illustrated in Fig. 5.14. In this set of plots, plots in the
left and right columns correspond to the gap L/H ratio of 1 and 1/4, respectively. In
addition, for comparison purpose, density ratio profiles for the gap case (PAOLICCHI,
2011) are also illustrated in the same plots. Based on these plots, it is seen that the
density ratio inside the gap dramatically increases from the upper to the bottom
of the gaps for the gap L/H ratio and the step height h investigated. It is also
noticeable that the density ratio increases inside the gap by increasing the step
frontal-face height h, and tends to a constant value at the bottom of the gap with
decreasing the L/H ratio. The maximum values for density inside the gap with
L/H of 1/4 are about 25, 44, and 68 times the freestream density for step frontal-
face height h∗ of 3.23, 6.46 and 9.69, respectively. As a base of comparison, for
the gap case (PAOLICCHI; SANTOS, 2010) with L/H ratio of 1, 1/2, and 1/4, the
density inside the gap was around 3 times the freestream density, for the same flow
conditions. Consequently, the step frontal-face acts as a barrier in the sense that
part of the flow enters into the gap.

Finally, in an attempting to bring out the essential features of the density behavior
inside the combined gap/step configuration, Figs. 5.15, 5.16, and 5.17 depict contour
maps for the density ratio distribution in the vicinity of the gap/step configuration.
It may be recognized from this set of plots that density ratio increases inside the
gap by increasing the step frontal-face height h∗, for the conditions investigated.
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Figure 5.14 - Density ratio (ρ/ρ∞) profiles inside the gap with L/H of 1 (left column), and
1/4 (right column), for three sections in a combined gap/step configuration,
defined by section X ′L of -0.25 (top),0.00 (middle), and 0.25 (bottom).
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Figure 5.15 - Density ratio (ρ/ρ∞) contour maps around the combined gap/step configu-
ration, with L/H ratio of 1 and frontal-face thickness h∗ of 3.23 (top), 6.46
(middle), and 9.69 (bottom).
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Figure 5.16 - Density ratio (ρ/ρ∞) contour maps around the combined gap/step config-
uration, with L/H ratio of 1/2 and frontal-face thickness h∗ of 3.23 (top),
6.46 (middle), and 9.69 (bottom).
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Figure 5.17 - Density ratio (ρ/ρ∞) contour maps around the combined gap/step config-
uration, with L/H ratio of 1/4 and frontal-face thickness h∗ of 3.23 (top),
6.46 (middle), and 9.69 (bottom).
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5.1.3 Pressure Field

The pressure in each cell inside the computational domain is obtained by the fol-
lowing equation,

p = 1
3Vc

N∑
j=1

(mc′2)j
N

(5.3)

where N is the number of molecules in the cell, m is the molecular mass and Vc is
the volume of the cell and c′ is the thermal velocity of the molecules.

5.1.3.1 Gap L/H Ratio Effect

Pressure ratio (p/p∞) profiles for three sections along surface S1 in a combined
gap/step configuration are depicted in Fig. 5.18 parameterized by the gap L/H

ratio. It is clearly seen from these plots that the gap L/H ratio changes do not
affect the pressure ratio ahead the combined gap/step geometry along surface S1.
Conversely, the pressure field is affected by the presence of the step. It is found
that, at the vicinity of the step frontal-face, the pressure p increased two orders of
magnitude as compared to the freestream pressure p∞. The maximum value for the
pressure occurs near to the step corner, at position X = 48.

Pressure ratio (p/p∞) profiles inside the gaps, in a combined gap/step geometry,
are demonstrated in Fig. 5.19 for three sections X ′L. It is seen from these plots
that the gap L/H ratio affects the pressure inside the gap in a combined gap/step
configuration, in the sense that the pressure ratio tends to a constant value at the
bottom surface of the gaps with decreasing the L/H ratio. In addition, as the step
height h changed from 3.23 to 9.69, the pressure dramatically increased inside the
gaps.

5.1.3.2 Step Frontal-face Thickness Effect

Pressure ratio (p/p∞) profiles for three sections along surface S1 in a combined
gap/step configuration are illustrated in Fig. 5.20, for step frontal-face height h∗ of
3.23 and 9.69. For comparison purpose, pressure ratio profiles for the forward-facing
step (LEITE, 2009), the gap (PAOLICCHI, 2011), and the flat-plate (LEITE; SANTOS,
2011) are also exhibited in these plots.

According to these plots, it is noticed that pressure ratio profiles follow a similar
behavior as that presented by the density ratio profiles in the sense that, at sectionX
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Figure 5.18 - Pressure ratio (p/p∞) profiles for three sections along surface S1 in a com-
bined gap/step configuration, defined by section X of 39 (top), 44 (middle),
and 48 (bottom).
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Figure 5.19 - Pressure ratio (p/p∞) profiles for three sections inside the gap in a combined
gap/step configuration, defined by section X ′L of -0.25 (top), 0.00 (middle),
and 0.25(bottom).
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Figure 5.20 - Pressure ratio (p/p∞) profiles for three sections along surface S1 in a com-
bined gap/step configuration, defined by section X of 39 (top), 44 (middle),
and 48 (bottom).
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= 39, the pressure ratio for the gap, the combined gap/step, and the forward-facing
step with h∗ = 3.23 case is basically identical to that for the flat-plate case. This
is an indication that pressure field has not been affected yet by the presence of the
gap/step, step, and the gap configuration. However, by increasing the frontal-face
thickness h∗, from 3.23 to 9.69, the upstream disturbance increases not only for the
forward-facing step but also for the gap/step configuration. As the flow approaches
the step frontal-face, at section X = 44, the pressure profile is already affected by
the presence of the forward-facing step with h∗ = 3.23 case. In contrast, no effect is
observed yet in the pressure profile due to the presence of the gap/step configuration
with h∗ = 3.23 case. It may be inferred that the presence of the gap in a combined
gap/step configuration attenuates the upstream disturbances. In the following, at
section X = 48, pressure profiles for the step cases and for the gap/step cases differ
considerable from that for the flat-plate case. It is also noticed that the pressure
ratio dramatically increases as the flow approaches the step frontal-face. It is seen
that the pressure p increased two orders of magnitude as compared to the freestream
pressure p∞. As an illustrative example, for the forward-facing step, at the step base,
the pressure ratio p/p∞ is 142, 230, and 293 for dimensionless step height h∗ of 3.23,
6.46, and 9.69, respectively. Consequently, particular attention should be paid to the
step base in terms of pressure loads, since the vicinity of the step base represents a
zone of strong compression. In a combined gap/step configuration due the presence
of a gap, the molecules that were before confined in the recirculation region in front
of the step, drops inside the gap, increasing the pressure loads inside the gap as seen
in Fig. 5.19.

Effects of the step frontal-face height h changes on pressure ratio p/p∞ profiles inside
the gaps in a combined gap/step configuration are demonstrated in Fig. 5.21 as a
function of the dimensionless height YH , for three sections defined by X ′L of -0.25,
0, and 0.25. In this group of plots, similar to the density ratio profiles, the left-
column plots correspond to p/p∞ for L/H ratio of 1, and the right-column plots
correspond to p/p∞ for L/H ratio of 1/4. According to these plots, it is observed
that the pressure ratio inside the gap in a combined gap/step is about one order
of magnitude greater than the values reached in the gap case alone. As a base of
comparison, the gap case (PAOLICCHI, 2011) presented values of p/p∞ ≈ 13 near
to the bottom surface of the gap with L/H ratio of 1 and 1/4. For the gap in a
combined gap/step case, the pressure ratio p/p∞ is about 110 and 280 for the step
frontal-face dimensionless height h∗ = 3.23 and 9.69, respectively.

112



Figure 5.21 - Pressure ratio (p/p∞) profiles inside the gap with L/H ratio of 1(left col-
umn), and 1/4 (right column), for three sections inside the gap in a combined
gap/step configuration, defined by section X ′L of -0.25 (top), 0.00 (middle),
and 0.25 (bottom).

113



In a effort to highlight points of interest, pressure ratio contour maps around the
gap/step configuration are demonstrated in Figs 5.22, 5.23, and 5.24, for gap L/H
ratio of 1, 1/2 and 1/4, respectively. On examining these figures, two interesting
features are noticed. One of them is related to the peak value for pressure ratio
close to the shoulder at the step frontal-face. It is clearly seen that this peak value
increases by increasing the step frontal-face height h. Indeed the reason for that is
because the location of these peak values is related to the flow reattachment point on
the step frontal-face surface (see Tab.5.1). The other one is the pressure rise inside
the gap due to the presence of the step. For instance, in the combined gap/step case
with the gap L/H ratio of 1/4, Figs. 5.21 and 5.24, the pressure ratio is about
110, 208 and 280 at the bottom of the gap, for step height h∗ of 3.23, 6.46 (not
shown) and 9.69, respectively. In contrast, to the gap case alone (PAOLICCHI, 2011),
the pressure ratio for L/H = 1/4 case basically changes from 29 (at the top) to
12 (at the bottom). In this fashion, it is firmly established that the combination of
a step with a gap increases the pressure ratio inside the gap around one order of
magnitude, when compared to that for the gap case alone.
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Figure 5.22 - Pressure ratio (p/p∞) contour maps around the combined gap/step geometry
with L/H ratio of 1 and frontal-face thickness h∗ of 3.23 (top), 6.46 (middle),
and 9.69 (bottom).
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Figure 5.23 - Pressure ratio (p/p∞) contour maps around the combined gap/step geome-
try with L/H ratio of 1/2 and frontal-face thickness h∗ of 3.23 (top), 6.46
(middle), and 9.69 (bottom).
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Figure 5.24 - Pressure ratio (p/p∞) contour maps around the combined gap/step geome-
try with L/H ratio of 1/4 and frontal-face thickness h∗ of 3.23 (top), 6.46
(middle), and 9.69 (bottom).
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5.1.4 Kinetic Temperature Field

In a diatomic or polyatomic gas in complete thermodynamic equilibrium, the trans-
lational temperature is equal to the temperature related to the internal modes, i.e.,
rotational, vibrational, or electronic temperatures, and it is identified as thermody-
namic temperature. When the equilibrium is disturbed, relaxation processes arise in
the system that attempt to return it to the state of the total statistical equilibrium.

In a thermodynamic non-equilibrium gas, an overall kinetic temperature is defined
as the weighted mean of the translational and internal temperatures (BIRD, 1994)
as follows,

To = ζtTt + ζrTr + ζvTv
ζt + ζr + ζv

(5.4)

were ζ is the molecular degree of freedom and subscript t, r and v stand for trans-
lation, rotation and vibration, respectively.

Translational, rotational, and vibrational temperatures are obtained to each cell in
the computational domain by the following equations,

Tt = 1
3k

N∑
j=1

(mc′2)j
N

(5.5)

Tr = 2
k

ε̄r
ζr

(5.6)

Tv = ΘV

ln(1 + kΘv
ε̄v

)
(5.7)

where k is the Boltzmann constant, Θv is the characteristic temperature of vibration,
and ε̄r and ε̄v are, respectively, rotation and vibration average energies in each cell.

5.1.4.1 Gap L/H Ratio Effect

Overall temperature ratio (To/T∞) profiles, for three sections along surface S1, are
displayed in Fig. 5.25, parameterized by the gap L/H ratio. According to this set
of plots, changes on the gap L/H ratio did not affect overall temperature profiles
upstream the gap, for the L/H ratio investigated. In contrast, changes on the step
frontal-face height h affected the overall temperature upstream the gap. Neverthe-
less, this effect will be discussed in the subsequent subsection.
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Figure 5.25 - Overall temperature ratio (To/T∞) profiles for three sections along surface
S1 in a combined gap/step configuration, defined by section X of 39 (top),
44 (middle), and 48 (bottom).
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Overall temperature ratio (To/T∞) profiles inside the gaps in a combined gap/step
geometry are demonstrated in Fig. 5.26, for three sections X ′L, parameterized by the
gap L/H ratio. It is seen from these plots that the gap L/H ratio and the step frontal-
face height h affect the overall temperature ratio profiles inside the gap. As the gap
L/H ratio decreases, the overall temperature inside the gap tends to a constant value
at the bottom surface. The overall temperature is high at the top of the gap, section
YH = 0, and decreases inside the gap up to reach the wall temperature (Tw ≈ 4T∞)
at the gap bottom surface, YH = -1. In addition, the overall temperature for h∗

= 3.23, at section YH = 0, is greater than that observed for h∗ = 9.69 case. As a
matter of fact, the density at the vicinity of the step base for the h∗ = 9.69 case is
greater than the values observed for the h∗ = 3.23 case, as seen in Fig. 5.14. In this
sense, in the vicinity of the step base in a gap/step configuration with h∗ = 9.69,
the flow tends to achieve the thermodynamic equilibrium. Since a large number of
collisions is needed to excite the vibrational modes of the molecules, the vibrational
temperature is seen to increase much more slowly than other temperature modes.
In this scenario, the overall temperature tends the same value of the vibrational
temperature, since the flow is tending to the thermodynamic equilibrium in this
region.

5.1.4.2 Step Frontal-face Thickness Effect

In order to have a clear qualitative picture of the temperature field, it is instructive
to examine separately translational, rotational, and vibrational kinetic tempera-
ture profiles instead of the overall kinetic temperature To, as defined by Eq. 5.4.
In this fashion, step height effects on translational, rotational, and vibrational ki-
netic temperatures are illustrated in Figs. 5.27, 5.28, and 5.29, respectively, for three
sections along surface S1. In this group of plots, temperature ratio stands for trans-
lation temperature Tt, rotational temperature Tr, and vibrational temperature Tv,
normalized by the freestream temperature T∞. Again, for comparison purpose, tem-
perature profiles for the forward-facing step (S) (LEITE; SANTOS, 2011), for the gap
(G) (PAOLICCHI, 2011), and for the flat-plate case (FPL) (LEITE; SANTOS, 2011),
are also illustrated in the same set of plots.

On examining this set of plots, it is quite apparent that thermodynamic non-
equilibrium occurs throughout the shock layer, as shown by the lack of equilibrium
of the translational and internal kinetic temperatures. In addition, it is clearly noted
that, in the undisturbed freestream far from surface S1, Y → ∞, the translational
and internal kinetic temperatures have the same value and are equal to the thermo-
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Figure 5.26 - Overall temperature ratio (To/T∞) profiles for three sections inside the gap
in a combined gap/step configuration, defined by section X ′L of -0.25 (top),
44 (middle), and 48 (bottom).
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Figure 5.27 - Translational temperature ratio (Tt/T∞) profiles for three sections along
surface S1 in a combined gap/step configuration, defined by section X of 39
(top), 44 (middle), and 48 (bottom).
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Figure 5.28 - Rotational temperature ratio (Tr/T∞) profiles for three sections along sur-
face S1 in a combined gap/step configuration, defined by section X of 39
(top), 44 (middle), and 48 (bottom).
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Figure 5.29 - Vibrational temperature ratio (Tv/T∞) profiles for three sections along sur-
face S1 in a combined gap/step configuration, defined by section X of 39
(top), 44 (middle), and 48 (bottom).
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dynamic temperature. Approaching to the lower surface (Surface S1), in the range,
2 < Y < 10, the translational kinetic temperature rises to well above the rota-
tional and vibrational temperatures, and reaches a maximum value that relies on
the geometry, i.e., gap/step configuration, forward-facing step, gap, or flat plate.
In addition, this maximum value depends on section X. Since a large number of
collisions is needed to excite vibrational modes of the molecules, from the ground
state to the upper state, the vibrational temperature is seen to increase much more
slowly than rotational temperature. Still further toward the lower surface S1, Y ≈
0, the translational, rotational, and vibrational temperatures decrease, and reach
values that depend on the section X. For section X = 39, kinetic temperatures
reach values on the wall that are above the wall temperature Tw(≈ 4T∞), resulting
in a temperature jump as defined in a continuum formulation. For section X = 44,
the difference between translational temperature and internal temperatures for the
h∗ = 9.69 case indicates that the thermodynamic equilibrium is achieved close to
surface S1. Finally, for section X = 48, the kinetic temperatures basically reach the
wall temperature Tw, and the thermodynamic equilibrium is achieved for the h∗ of
9.69 case.

Proceeding in a manner analogous to the earlier primary properties, effects of the
step height h and the L/H ratio on kinetic temperature ratio profiles inside the
gaps in a combined gap/step configuration are demonstrated in Fig. 5.30, for three
sections defined by X ′L of -0.25, 0, and 0.25. In this set of plots, solid lines represents
the gap alone, investigated by Paolicchi (PAOLICCHI, 2011). Also, the left column
plots correspond to the gap L/H ratio of 1, and the right column plots the gap L/H
of 1/4. According to these plots, it is quite apparent that the kinetic temperature
ratio (translation, rotation, and vibration) decreases and reaches a constant value
along the bottom surface, which corresponds to the wall temperature Tw (≈ 4T∞).
Particularly to the gap/step case with L/H ratio of 1/4, at the bottom surface, it
is seen that the flow is in thermal equilibrium, since the internal temperatures are
equal to the translational temperature. It is important to recall that the density
dramatically increased at the vicinity of the gap bottom surface, as shown earlier in
Fig. 5.14. Consequently, the local mean free path decreased and the mean collision
frequency increased and, therefore, the flow reaches the thermal equilibrium.

In what follows, it proves convenient to present contour maps for temperature at
the vicinity of the gap/step configuration. In doing so, Figs. 5.31, 5.32, and 5.33
demonstrate the overall temperature ratio, To/T∞, for step frontal-face height h∗ of
3.23, 6.46, and 9.69. Of particular interest in this set of plots is the impact of the
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Figure 5.30 - Temperature ratio (T/T∞) inside the gap with L/H of 1 (left column), and
1/4 (right column), for three sections inside the gap in a gap/step configura-
tion, defined by section X ′L of -0.25 (top), 0.00 (middle), and 0.25 (bottom).
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Figure 5.31 - Overall temperature ratio (To/T∞) contour maps around the combined
gap/step geometry with L/H ratio of 1 and frontal-face thickness of h∗ =
3.23 (top), 6.46 (middle), and 9.69 (bottom).
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Figure 5.32 - Overall temperature ratio (To/T∞) contour maps around the combined
gap/step geometry with L/H ratio of 1/2 and frontal-face thickness of h∗ =
3.23 (top), 6.46 (middle), and 9.69 (bottom).
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Figure 5.33 - Overall temperature ratio (To/T∞) contour maps around the combined
gap/step geometry with L/H ratio of 1/4 and frontal-face thickness of h∗ =
3.23 (top), 6.46 (middle), and 9.69 (bottom).
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step frontal-face height on the temperature behavior ahead of the step. It is clearly
seen that temperature in this region increases with increasing the step frontal-face.

5.2 Aerodynamic Surface Quantities

The purpose of this section is to discuss and to compare differences in the aerody-
namic surface quantities due to variations on the the gap L/H ratio, and on the
step frontal-face height h in a combined gap/step geometry. The aerodynamic sur-
face properties of particular interest in this work are the number flux, pressure, skin
friction and heat transfer coefficients. Before proceeding with this analysis, it is im-
portant to emphasise that the thermal and pressure loads of special relevance in this
study, are discussed only for surfaces S1, S4, and S5. As these loads are irrelevant
to the other surfaces, they will not be shown.

5.2.1 Number Flux

The number flux, N , is calculated by sampling the molecules impinging on the
surface by unit of time and unit of area. The effect of the gap L/H ratio and the
step frontal-face height h on the number flux along surfaces S1, S4, and S5 in a
combined gap/step geometry is discussed in the subsequent subsections.

5.2.1.1 Gap L/H Ratio Effect

Number flux along surfaces S1, S4 and S5 is illustrated in Fig. 5.34, parameterized by
the gap L/H ratio. In this set of plots, Nf represents the number flux N normalized
by n∞U∞, where n∞ is the freestream number density, and U∞ is the freestream
velocity. Filled and empty symbols correspond to the dimensionless step height h∗ of
3.23, and 9.69, respectively. Also, X and Y are the length x and height y normalized
by the freestream mean free path λ∞. According to these plots, it is observed that
the gap L/H ratio changes do not affect the number flux along these surfaces for
the gap L/H ratio investigated. With this perspective in mind, the analysis of the
step frontal-face effect in the subsequent subsection will consider just one gap L/H
ratio, say L/H = 1/4.

5.2.1.2 Step Frontal-face Thickness Effect

The distribution of the number flux along the combined gap/step surfaces – up-
stream (surface S1), downstream (surface S5), and frontal-face (surface S4) – is
illustrated in Fig. 5.35 for dimensionless step height h∗ of 3.23, and 9.69. As a basis
of comparison, the dimensionless number flux Nf for the forward-facing step (LEITE,
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(a) (b)

Figure 5.34 - Distribution of dimensionless number flux Nf along surfaces (a) S1/S5 and
(b) S4 for dimensionless step height h∗ of 3.23 and 9.69, and gap L/H ratio
of 1, 1/2, and 1/4 in a gap/step configuration.

2009), the gap (PAOLICCHI, 2011), and for the flat-plate (LEITE; SANTOS, 2011) case
are also illustrated in Fig. 5.35. In addition, the combined gap/step case with h∗ =
6.46 is a intermediate case, and it will not be shown in these plots. It is important
to remark that the flat-plate case corresponds to a flat-plate without a gap/step
configuration, i.e., a smooth surface.

Looking first at Fig. 5.35(a), it is seen that the dimensionless number flux Nf along
surface S1 depends on the step frontal-face height h, for the conditions investigated.
From the leading edge up to a station close to the separation point Xs, the num-
ber flux behavior for the combined gap/step, the forward-facing step, and the gap
case, is similar to that for the flat-plate case. This is an expected behavior in the
sense that this region is not affected by the presence of the combined gap/step, the
forward-facing step, or the gap. As a base of comparison, the separation point Xs,
for the combined gap/step configuration with the gap L/H ratio of 1/4, takes place
at section 50.0, 46.38, and 40.62 (see tab.5.1), for dimensionless step height h∗ of
3.23, 6.46, and 9.69, respectively. In addition, for the forward-facing step case, the
separation point is located at section 48.33, 42.86, and 37.34, for dimensionless step
height h∗ of 3.23, 6.46, and 9.69, respectively.

As the flow develops downstream along surface S1, it is observed that the presence of
the step frontal-face is felt first in the forward-facing step, followed by the combined
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(a) (b)

Figure 5.35 - Distribution of the dimensionless number flux Nf along surfaces (a) S1/S5,
and (b) S4 for dimensionless step height h∗ of 3.23 and 9.69, and gap L/H
of 1/4.

gap/step configuration. In addition, in the vicinity of the step face, the number flux
to surface S1 dramatically increases in comparison to the number flux observed for
the flat-plate case. Moreover, the number flux rise for the forward-facing step is larger
than that for the combined gap/step configuration. Therefore, one of the effects of
a gap in the combined gap/step configuration is to reduce significantly the number
flux in this region. This behavior is explained by the fact that, for the forward-facing
step, the density ratio ρ/ρ∞ presents its maximum value at the step concave corner,
i.e., at the step base. In contrast, for the combined gap/step configuration, ρ/ρ∞
presents its maximum value inside the gap, as was shown in Figs. 5.15, 5.16, and
5.17.

Still referring to Fig. 5.35(a), it is noticed that, along surface S5, the number flux
behavior for the gap/step configuration is similar to that for the forward-facing
step case. The number flux Nf presents high values in the vicinity of the surface-
S4/surface-S5 junction, and then it approaches the values for the flat-plate and the
gap cases downstream along the surface, for the step height h investigated.

Turning next to Fig. 5.35(b), it is seen that the number flux to the frontal-face
surface, surface S4, is more intense than that observed to the upstream surface,
surface S1. Similar to that for the upstream surface, the number flux to the frontal-
face is a function of the step height h, i.e, it increases with increasing the step
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frontal-face height. It may be recognized from these plots that the number flux
distribution presents a peak value at the vicinity of the step corner, i.e., in the
vicinity of the surface-S4/surface-S5 junction. These peak values for the gap/step
configuration take place at section Y equal to 2.77, 5.90, and 9.13 for step height
h∗ of 3.23, 6.46, and 9.69, respectively. As a matter of fact, the flow reattachment
point, Yr, on the frontal-face of the gap/step configuration, occurs at section Y equal
to 2.73, 5.60 and 8.68 for h∗ of 3.23, 6.46, and 9.69, respectively (see Tab. 5.1). In
this sense, it is noteworthy to emphasize that the peak values in the number flux is
related to the reattachment point at the step frontal-face in a combined gap/step
configuration.

5.2.2 Pressure Coefficient

The pressure coefficient Cp is defined as follows,

Cp = pw − p∞
1
2ρ∞U

2
∞

(5.8)

where pw is the wall pressure.

The wall pressure pw on the body surface is calculated by the sum of the normal
momentum fluxes of both incident and reflected molecules at each time step as
follows,

pw = pi − prf = FN
A∆t

N∑
j=1
{[(mv)j]i − [(mv)j]rf} (5.9)

where FN is the number of real molecules represented by a single simulated molecule,
∆t is the time step, A stands for the surface area, N is the number of molecules
colliding with the surface by unit time and unit area, m is the mass of the molecules,
and v is the velocity component of the molecule j in the surface normal direction.
Subscripts i and rf refer to incident and reflect molecules.

5.2.2.1 Gap L/H Ratio Effect

The impact on the pressure coefficient Cp, along surfaces S1, S4, and S5 in a gap/step
configuration, due to changes in the gap L/H ratio, is displayed in Fig. 5.36. Based
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(a) (b)

Figure 5.36 - Distribution of pressure coefficient Cp along surfaces (a) S1/S5 and (b) S4
for dimensionless step height h∗ of 3.23 and 9.69, and gap L/H ratio of 1,
1/2, and 1/4 in a gap/step configuration.

on these plots, it is noticed that, similar to the dimensionless number flux, the
pressure coefficient along these surfaces is not affected by changes on the gap L/H
ratio, for the range investigated.

5.2.2.2 Step Frontal-face Thickness Effect

The effect on the pressure coefficient Cp, along surfaces S1, S4, and S5 in a com-
bined gap/step, due to the variation in the step frontal-face height h∗ is depicted
in Fig. 5.37. Again in this set of plots, results for the step (LEITE, 2009), the
gap (PAOLICCHI, 2011), and the flat-plate (LEITE; SANTOS, 2011) cases are also
displayed.

Referring to Fig. 5.37(a), it is observed that the pressure coefficient Cp follows the
same trend as that presented by the dimensionless number flux Nf in the sense
that, along surface S1, the pressure coefficient displays the same behavior as that
for the forward-facing step, the gap, and the flat-plate case up to the corresponding
separation point. In the vicinity of the step face, the pressure coefficient along surface
S1 increases in comparison to the pressure coefficient observed for the flat-plate case.
In addition, similar to the number flux behavior, the pressure coefficient rise for the
forward-facing step is larger than that for the combined gap/step configuration.
This behavior is explained by the fact that, for the gap/step configuration, the flow
expands at the gap convex corner, i.e., at the surface-S1/surface-S2 junction. As a
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(a) (b)

Figure 5.37 - Distribution of pressure coefficient Cp along surfaces (a) S1/S5 and (b) S4
for dimensionless step height h∗ of 3.23 and 9.69, and gap L/H ratio of 1/4.

result, this flow expansion reduces the pressure coefficient close to the gap corner.
Along surface S5, the pressure coefficient behavior for the gap/step configuration
is similar to that for the forward-facing step case. Cp presents high values in the
vicinity of the surface-S4/surface-S5 junction and then it approaches the flat-plate
case values downstream along the surface for the step height h investigated.

According to Fig. 5.37(b), it is clearly seen that the pressure coefficient Cp for the
combined gap/step configuration follows the same behavior as that shown for the
forward-facing step case. The pressure coefficient Cp increases by increasing the step
frontal-face h. Similar to the forward-facing step case, peak values for the gap/step
configuration take place in the vicinity of the step convex corner, i.e., close to the
surface-S4/surface-S5 junction. In addition, it is also observed that peak values on
the step frontal-face are larger than those on surface S1. For comparison purpose,
maximum values for Cp on the frontal-face of a combined gap/step configuration
are around 0.55, 0.97 and 1.41 for dimensionless height h∗ of 3.23, 6,46 and 9.69,
respectively. Conversely, the maximum value of Cp for the flat-plate case, i.e., a flat
plate without a gap/step configuration, is around 0.047 at section X = 27.13 on
surface S1. Therefore, Cp of 0.55, 0.97 and 1.41 correspond respectively to 11.7, 20.6
and 30.0 times the peak value for the flat-plate case, which corresponds to a smooth
surface.

Still referring to Fig. 5.37(b), inside the gap, the pressure coefficient presents a lower
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value at surface-S3/surface-S4 junction, and increases monotonically upward along
the surface, reaching the peak value at the step shoulder (surface-S4/surface-S5
junction). Similar to the number flux behavior, this is an expected behavior, since
these peak values are related to the reattachment point of the flow near to the step
corner. The reason for that is because of the molecules that are confined in the
clockwise recirculation region in front of the frontal-face surface collide with the
wall at the reattachment point.

5.2.3 Skin Friction Coefficient

The skin friction coefficient Cf is defined as follows,

Cf = τw
1
2ρ∞U

2
∞

(5.10)

The shear stress τw on the body surface is calculated by the sum of the tangential
momentum fluxes of both incident and reflected molecules impinging on the surface
at each time step by the following expression,

τw = τi − τrf = FN
A∆t

N∑
j=1
{[(mu)j]i − [(mu)j]rf} (5.11)

where u is the velocity component of the molecule j in the surface tangential direc-
tion. Subscripts i and rf refer to incident and reflect molecules.

It is worthwhile to note that, for the special case of diffuse reflection, the gas-surface
interaction model adopted in present work, the reflected molecules have a tangential
moment equal to zero, since the molecules essentially lose, on average, their tangen-
tial velocity components. In this fashion, the contribution of τrf in Eq. 5.11 is equal
to zero.

5.2.3.1 Gap L/H Ratio Effect

Figure 5.38 presents the impact on the skin friction coefficient Cf along surfaces S1,
S4, and S5, due to changes in the gap L/H ratio in a combined gap/step configura-
tion. It is seen from these plots, that the gap L/H ratio changes do not affect the
skin friction coefficient along these surfaces.
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(a) (b)

Figure 5.38 - Distribution of skin friction coefficient Cf along surfaces (a) S1/S5 and (b)
S4 for dimensionless step height h∗ of 3.23 and 9.69, and gap L/H ratio of
1, 1/2, and 1/4 in a gap/step configuration.

5.2.3.2 Step Frontal-face Thickness Effect

The impact on the skin friction coefficient Cf due to changes on the step height h∗

is demonstrated in Fig. 5.39, for surfaces S1, S4, and S5 in a combined gap/step
geometry. Looking first to Fig. 5.39(a), it is observed that the upstream disturbances
in the gap/step configuration, due to the presence of the step frontal-face, are felt
in the skin friction coefficient Cf close to the separation point. From this position
up to the gap position, X = 50, the skin friction coefficient Cf decreases, when
compared to that for the flat-plate case, and reaches zero for section X of 46.4 and
40.6 for dimensionless step height h∗ of 6.46 (not shown) and 9.69, respectively. After
that, as a result of the recirculation region, the skin friction coefficient Cf continues
to decrease up to the end of surface S1. This behavior is in contrast to that for
forward-facing step (LEITE, 2009), as shown in Fig. 5.39(a). For the forward-facing
step, the skin friction coefficient reaches zero for section X of 48.3, 42.8, and 37.3,
for dimensionless step height h∗ of 3.23, 6.46, and 9.69, respectively. After that,
as a result of the recirculation region, the skin friction coefficient Cf continues to
decrease up to a minimum point. After the minimum point, Cf increases again and
reaches positive values at the base of the step.

Along surface S5, similar to the pressure coefficient, it is noticed that the skin
friction coefficient Cf is larger than that for the flat-plate case, especially in the
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(a) (b)

Figure 5.39 - Distribution of skin friction coefficient Cf along surfaces (a) S1/S5 and (b)
S4 for dimensionless step height h∗ of 3.23 and 9.69, and gap L/H ratio of
1/4.

vicinity of the step convex corner, defined by the surface-S4/surface-S5 junction.
However, as the flow moves downstream along the surface, the skin friction coefficient
Cf basically tends to the value observed for the flat-plate case. In addition, no
appreciable differences are observed in the skin friction coefficient for the gap/step
configuration in comparison to that for the forward-facing step. Finally, it is observed
that the peak values for the skin friction coefficient Cf along surfaces S1 and S5 are
lower than those observed for the pressure coefficient (see Fig. 5.37). As a result,
tangential forces, associated to the shear stress, are lower than normal forces, related
to the wall pressure.

Focusing next on Fig. 5.39(b), it is clearly seen that the skin friction coefficient
Cf for the gap/step configuration follows the same trend as that exhibited by the
forward-facing step, where the peak values take place at the step convex corner.

Usually, as Cf changes from positive to negative value, the condition Cf = 0 may
indicate the presence of a backflow, an attachment or reattachment point in the
flow. In the present account, these changes are directly related to the clockwise
and counterclockwise recirculation region in front of the step and inside the gaps,
respectively, in the combined gap/step geometry.
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5.2.4 Heat Transfer Coefficient

The heat transfer coefficient Ch is defined as follows,

Ch = qw
1
2ρ∞U

3
∞

(5.12)

where qw is the heat flux to the body surface.

The heat flux qw is calculated by the net energy flux of the molecules impinging
on the surface. A flux is regarded as positive if it is directed toward the body
surface. The net heat flux qw is related to the sum of the translational, rotational
and vibrational energies of both incident and reflected molecules as defined by,

qw = qi − qrf = FN
A∆t{

N∑
j=1

[12mjc
2
j + erj + evj]i −

N∑
j=1

[12mjc
2
j + erj + evj]rf} (5.13)

where c is the velocity of the molecules, er and ev stand for rotational and vibrational
energies, respectively.

5.2.4.1 Gap L/H Ratio Effect

Figure 5.40 presents the influence on the heat flux coefficient Ch along surfaces S1, S4
and S5, due to changes in the gap L/H ratio in a combined gap/step configuration.
It is seen from these plots that, similar to the other surface quantities, the gap L/H
ratio changes do not affect the heat flux coefficient along these surfaces, for the range
investigated.

5.2.4.2 Step Frontal-face Thickness Effect

The sensitivity of the heat transfer coefficient Ch is demonstrated in Fig. 5.41 for
surfaces S1 and S5, and for surface S4 in a combined gap/step geometry. According
to Fig. 5.41(a), along surface S1, the heat transfer coefficient Ch for the gap/step
configuration follows the same behavior presented by the flat-plate case close to the
sharp leading edge, region unaffected by the presence of the gap/step, the forward-
facing step or the gap configuration. Further downstream along surface S1, the heat
transfer coefficient Ch significantly increases and reaches peak values in the vicinity
of the surface-S1/surface-S2 junction. These peak values is probably due to the
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(a) (b)

Figure 5.40 - Distribution of heat transfer coefficient Ch along surfaces (a) S1/S5 and (b)
S4 for dimensionless step height h∗ of 3.23 and 9.69, and gap L/H ratio of
1, 1/2, and 1/4 in a gap/step configuration.

recirculation region in front of the steps. For comparison purpose, in a combined
gap/step case with step height h∗= 3.23, and 9.69, the maximum heat transfer
coefficient occurs around the position X of 50, and 40, respectively. Accordingly to
Tab.5.1, the separation point on surface S1 is exactly at position X of 50.0 and 40.6
for dimensionless step height h∗ = 3.23 and 9.69, respectively.

Still referring to Fig. 5.41(a), along surface S5, it is observed that the heat transfer
coefficient Ch for the gap/step configuration is larger than that for the flat-plate case,
and slightly larger than that for the forward-facing step, in the vicinity of the step
convex corner, defined by the surface-S4/surface-S5 junction. Nevertheless, as the
flow moves downstream along surface S5, the heat transfer coefficient Ch basically
recovers the value obtained for the flat-plate case.

Along surface S4, Fig. 5.41(b), the heat transfer coefficient increases monotonically,
from zero at surface-S3/surface-S4 junction to a maximum value near the step con-
vex corner. The maximum value depends on the frontal-face height h. It is quite
apparent that this significant increase in the heat transfer coefficient is due to the
flow reattachment zone. It is important to mention that peak values observed for the
heat transfer coefficient on the step frontal-face surface is one order of magnitude
larger than those observed on surface S1. The reason for that is because the step
face acts as a stagnation region for the reattaching shear layer (AUXER et al., 1969).
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(a) (b)

Figure 5.41 - Distribution of heat transfer coefficient Ch along surfaces (a) S1/S5 and (b)
S4 for dimensionless step height h∗ of 3.23 and 9.69, and gap L/H ratio of
1/4.

As a base of comparison, the maximum values for Ch are around 0.18, 0.30 and
0.41 for dimensionless height h∗ of 3.23, 6,46 and 9.69, respectively. In contrast, the
Ch for the flat-plate case, i.e., a flat-plate without discontinuities, is around 0.030
at section X = 9.1 on surface S1. Therefore, Ch of 0.18, 0.30 and 0.41 correspond
respectively to 6.0, 10.0 and 13.7 times the peak value for the flat-plate case.

Finally, the heat flux to the combined gap/step surfaces was defined in terms of
the incident and reflected flow properties, Eq. 5.13, and based upon the gas-surface
interaction model of fully accommodated, complete diffuse reemission. The diffuse
model assumes that the molecules are reflected equally in all directions, quite inde-
pendently of their incident speed and direction. Due to diffuse reflection model, the
reflected velocity of their molecules impinging on the gap/step surfaces is obtained
from a Maxwellian distribution that takes into account for the temperature of the
surfaces. In this fashion, according to Eq. 5.13, not only the number of molecules
impinging on the surface but also the wall temperature plays a important role on
the reflected contribution to the net heat flux to the combined gap/step surface.

5.3 Numerical and Experimental Comparison

The distribution of wall pressure pw along the upstream (surface S1), frontal-face
(surface S4), and downstream (surface S5) surfaces and temperature ratio T/T∞ for
two sections over surfaces S1 and S5 of a combined gap/step (G/S) geometry with
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step height h∗ = 3.23 and gap L/H ratio of 1, may be qualitatively compared to
those for the forward-facing step (S) case that was presented by Pullin & Harvey
(PULLIN; HARVEY, 1977) and Leite (LEITE, 2009), which investigated a rarefied
hypersonic flow over forward-facing steps by employing the DSMC method. In their
study, Pullin & Harvey (PULLIN; HARVEY, 1977) employed N2 as the working fluid,
freestream Mach number M∞ of 22.9, and freestream temperature T∞ of 20 K.
The forward-facing step, located at 48 λ∞ downstream of the flat-plate leading
edge, was kept to a wall temperature Tw of 288 K, which corresponds to Tw/T∞
= 14.4. Although it is not directly defined in the technical note, the frontal-face
height h was in the range of 3λ∞ < h < 5λ∞. According to the authors, the flow
and body conditions where chosen in order to reproduce experiments conducted
by Jeffrey (JEFFREY, 1973), a private communication cited by Pullin & Harvey
(PULLIN; HARVEY, 1977). The freestream and flow conditions used for the combined
gap/step and for the forward-facing steps investigations are tabulated in Tab. 5.2.

Table 5.2 - Comparison between the freestream and flow conditions used for a combined
gap/step and a forward-facing steps simulations.

Work Gas M∞ T∞ (K) Tw (K) Tw/T∞ h/λ∞ L
Pullin & Harvey (1977)(S) N2 22.9 20.00 228 14.4 3 to 5 48λ∞

Leite (2009)(S) O2;N2 25.0 219.69 880 4.0 3.23 50λ∞
Present work (G/S) O2;N2 25.0 219.69 880 4.0 3.23 50λ∞

5.3.1 Wall Pressure

Figure 5.42 displays the pressure ratio pw/p∞ along surfaces S1, S4, and S5 for the
forward-facing step, which was experimentally investigated by Jeffrey (JEFFREY,
1973), and numerically by Pullin & Harvey (PULLIN; HARVEY, 1977) and Leite
(LEITE, 2009). For comparison purpose, the gap/step results with step height h∗

= 3.23 and gap L/H ratio of 1 are also displayed. In this set of plots, X ′ and Y are,
respectively, the horizontal length (x − Lu) and the vertical height y, normalized
by the mean free path λ∞. According to Fig. 5.42, the comparison presents a good
qualitative agreement on the pressure ratio distribution along the upstream (S1),
frontal-face (S4), and downstream (S5) surfaces of a combined gap/step with the
step results. Despite of some differences in terms of the flow conditions, summarized
in Tab. 5.2, the comparison seems to be relevant in the sense that the pressure ratio
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(a) (b)

Figure 5.42 - Comparison of pressure ratio (pw/p∞) distribution acting along (a) upstream
(S1) and downstream (S5) surfaces, and along (b) the frontal-face (S4) of a
combined gap/geometry.

pw/p∞ demonstrates a similar trend for the three cases investigated.

5.3.2 Kinetic Temperature Field

Figure 5.43 displays the kinetic temperature ratio profiles for two sections on surfaces
S1 and S5 for a combined gap/step configuration with h∗ = 3.23 and L/H = 1,
in comparison with the forward-facing step case investigated by Pullin & Harvey
(PULLIN; HARVEY, 1977), and by Leite (LEITE, 2009). Again in this set of plots,
X’ and Y are, respectively, the horizontal length (x − Lu) and the vertical height
y normalized by the mean free path λ∞. Also, filled and empty symbols stand for
translational Tt and rotational Tr temperatures, respectively, normalized by the
freestream temperature T∞.

It could be inferred from Fig. 5.43 that the flow is in a highly non-equilibrium state,
since there is a lack of equilibrium of the translational and rotational temperatures.
Thermal non-equilibrium occurs when the temperatures associated with transla-
tional, and rotational modes of a polyatomic gas are different one to each other. It is
clearly seen from Fig. 5.43 that kinetic temperatures reach a value on the upstream
(S1) and downstream (S5) surfaces that is above to the wall temperature, resulting
in a temperature jump, as defined in continuum formulation. It is also seen that the
temperature related to the gap/step (G/S) configuration has the same trend to that
observed for the forward-facing step (S) case investigated by Leite (LEITE, 2009).
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(a) (b)

Figure 5.43 - Distribution of kinetic temperature ratio (T/T∞) profiles for two sec-
tions on (a) upstream (S1) and downstream (S5) surfaces, of a combined
gap/geometry.

Some differences in the results presented by Pullin & Harvey (PULLIN; HARVEY,
1977) might be attributed to differences in freestream and flows conditions used in
the investigations, as tabulated in Tab.5.2.
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6 CONCLUSIONS

6.1 Concluding Remarks

A computational analysis has been carried out in order to investigate a two-
dimensional rarefied hypersonic flow over a gap/step configuration by employing
the Direct Simulation Monte Carlo method. In the present account, the gap/step
configuration models a misalignment observed between individual tiles in the ther-
mal protection system of reentry vehicles, such as the Space Shuttle Orbiter. The
main focus was to analyze the effects of the gap L/H ratio and the step frontal-face
height h on the flowfield properties, such as velocity, density, pressure, and kinetic
temperature, and on the aerodynamic surface quantities, such as number flux, heat
transfer, pressure, and skin friction coefficients that were presented separately out-
side and inside the gap/step configuration by a numerical method that properly
accounts for non-equilibrium effects. Results for a combined gap/step configuration,
defined by gap L/H ratio of 1, 1/2, and 1/4, and step frontal-face height h of 3, 6,
and 9 millimeters, were compared to those of a forward-facing step, a gap, and a
flat-plate case.

For the conditions used in the present investigation, it was observed that the gap
L/H ratio changes in a combined gap/step did not disturb significantly the primary
flowfield properties and the aerodynamic coefficients far upstream and downstream
the gap/step position, and neither the aerodynamic surface coefficients along the
gap/step frontal-face surface. Inside the gap, the primary properties tend to a con-
stant value at the bottom surface with decreasing the L/H ratio.

Conversely, the analysis showed that the upstream disturbance imposed by the com-
bined gap/step configuration increased with increasing the step frontal-face height
h. As a consequence, it was found that the aerodynamic heating and pressure loads
were affected by the the step frontal-face height changes. It was evident that these
loads increased with increasing the step frontal-face. Consequently, maximum val-
ues occur on the step face, more precisely at the vicinity of the step shoulder. In
addition, these loads are much higher than the maximum values found for a smooth
surface, i.e., a flat plate without a gap/step configuration.

Additionally, it was found that step frontal-face acts as a barrier in the sense that
part of the flow enters into the gap increasing the number of molecules inside the
gap. As a consequence, density and pressure inside the gap in a combined gap/step
configuration dramatically increased when compared to those observed for the gap
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configuration, i.e., a gap without a step, due to the presence of the step.

The analysis showed that as the step height h∗ increases from 3.23 to 9.69, the
primary recirculation region, in the clockwise direction inside the gap tends to move
outside, toward the front of the step, and this recirculation region increases with
increasing h∗. As a result, another recirculation region arises inside the gap in a
counterclockwise direction.

6.2 Future Work

The present investigation has described an initial investigation of a hypersonic rar-
efied flow over a combined gap/step configuration in order to simulate a misalign-
ment observed between individual tiles in the thermal protection system of hyper-
sonic vehicles, such as the Space Shuttle Orbiter. Although this investigation has
taken into account a representative range for the gap L/H ratio, and step frontal-face
height h, a number of improvements to a realistic investigation on surface disconti-
nuities is still desirable.

Diffuse reflection was the model employed in this research. This model assumes that
the molecules are reflected equally in all directions, quite independently of of their
incident speed and direction. Nevertheless, as a space flight vehicle is exposed to a
rarefied environment over a considerable time, a departure from the diffuse model is
observed, resulting from the colliding molecules that clean the surface of the vehicle,
which becomes gradually decontaminated. Molecules reflected from clean surfaces
show lobular distribution in direction. In this way, incomplete surface accommoda-
tion effects might provide more insight into the sensitivity of the aerothermodynamic
surface quantities to gas-surface model.

The DSMC method has been used to assess the flowfield structure on a combined
gap/step configuration by considering constant wall temperature. In a realistic de-
sign, temperature not only changes along the body surface but also inside de gap
and at the step. In this context, a more detailed analysis that includes the conjugate
heat transfer problems seems to be a challenge.

Finally, the Mach number, chemical reactions, angle-of-attack, as well the geometri-
cal effects, i.e., the distance Lu in front of a combined gap/step configuration, might
be included in this list.
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