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ABSTRACT

The absolute radiometric calibration is a preratgifor creating high-quality science
data, and consequently, higher-level Earth observatsensors products. The
radiometric calibration uncertainty is the key tdascribes the reliability of calibration
results. The main objective of this present worls wadevelop a method to evaluate the
uncertainties inherent in the in-flight absolutedicanetric calibration of Earth
observation sensors. The methodology developedtestdd confirms the hypothesis
that the method proposed here is compatible andpadmable with other methods
practiced by the international science communitysatellite radiometric calibration.
The uncertainties were determined for two methddsbsolute radiometric calibration:
reflectance-based approach and cross-calibratiothade The reflectance-based
approach was performed using four different refeeeaurfaces: (a) west part of the
Bahia State, Brazil; (b) Atacama Desert, Chile;Algodones Dunes, USA; and (d)
South Dakota State University (SDSU) site, USA. &dmg the reflectance-based
approach, the main sources of uncertainty argh@jnstruments used for the reference
surface characterization; (b) atmosphere charaetesn parameters; (c) surface
reflectance factor; and (d) radiative transfer c(d®DTRAN). The spectroradiometer
instrumental uncertainties in laboratory were lowean 1%. The reference panel
relative uncertainties were less than 0.25%. Thenaoar water vapor was derived from
the spectral band of the solar photometer centeme@40 nm with an uncertainty lower
than 5%. The aerosol optical depth relative ungerés ranged from 2-12% in Brazil,
1-5% in Chile, 1-11% in Algodones Dunes and lessith.2% in SDSU site. The most
important information related to the reflectancedzh method is the retrieved surface
reflectance factor at the time of sensor overpasssite measured in field. The relative
uncertainty of the Algodones Dunes and Atacama iDes#lectance factor was lower
than 5%; and the relative uncertainty of Brazil &1SU reflectance factor ranged from
3% to 10%. The second major source of uncertairdty the accuracy of MODTRAN
(2%). Thefinal uncertainty of th& OA radiance predicted by MODTRAM Brazil and

in SDSU site was lower than 10%he final uncertainty of th& OA radiance predicted
by MODTRAN in Atacama Desert and in Algodones Dunes site wagil than 5.5%.
These values are the overall total uncertaintyhef teflectance-based method in the
spectral range of 350 to 2400 nm. The cross-caidirdbetween both MUX and WFI
on-board CBERS-4 and the OLI on-board Landsat-8 peaormed using the Libya-4
and Atacama Desert sites. During the cross-caidirat is necessary to correct the
intrinsic offsets between two sensors caused byct&deResponse Function (SRF)
mismatches using a spectral band adjustment f@8BAF). Thus, one of the sources of
uncertainty in the cross-calibration is the SBARjak depend on the uncertainty of the
target spectral profile and the SRF uncertainttheftwo sensors. Here, the SBAF was
estimated with an uncertainty lower than 2%. Therall total uncertainty achieved
here with cross-calibration method using the Lidyand Atacama Desert sites was less
than 6.5%. The dominant source of uncertainty wssicalibration is the uncertainty
associated with the sensor selected as refereheeOLI produces data calibrated to an
uncertainty of less than 5% in terms of radianceazB now has a quantitative
indication of the quality of the absolute caliboatifinal results. In addition, the country
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now has autonomy and reliability in the data predidoy sensors of national Earth
observation program.

Keywords: Radiometric Calibration. UncertaintieseflRctance-based approach.
Cross-Calibration. Orbital Sensor.
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AVALIACAO DA INCERTEZA NA CALIBRA(,EAO RADIOMETRICAD E
SENSORES DE OBSERVACAO DA TERRA

RESUMO

A capacidade de detectar e quantificar as mudamgasuperficie terrestre utilizando
dados de sensoriamento remoto depende de sensmrebsdrvacdo da Terra que
fornecam medicdes precisas e consistentes ao tmtgmpo. Uma etapa essencial para
garantir esta qualidade e consisténcia nos dados mealizacdo da calibragcéo
radiométrica absoluta, cuja confiabilidade é gdi@atia por meio do célculo das
incertezas envolvidas no processo. O objetivo pataeste trabalho é apresentar um
método para avaliar as incertezas inerentes asdesisde calibracdo radiométrica
absoluta de sensores de observacdo da Terra apdsngamento. A metodologia
desenvolvida e testada confirma a hipotese de guétodo proposto € compativel e
comparavel com outros métodos praticados pela colade cientifica internacional de
calibracdo radiométrica de sensores abordo de itesatéhs incertezas foram
determinadas para dois métodos de calibracao ratlioan absolutareflectance-based
e calibracdo cruzada. O métaddlectance-basetbi realizado em quatro superficies de
referéncia distintas: (a) oeste do estado da BBin#sil; (b) Deserto do Atacama, Chile;
(c) Algodones Dunes, EUA; e (d) South Dakota Staméversity (SDSU), EUA. As
principais fontes de incerteza relacionadas ao doéteflectance-basedao: (a) os
instrumentos utilizados para a caracterizacdo dzerfiuie de referéncia; (b) os
parametros de caracterizacao da atmosfera; (¢poda reflectancia da superficie; e (d)
0 modelo de transferéncia radiativa (MODTRAN). Asceartezas instrumentais
relacionadas ao espectrorradiometro foram menaresl®o. As incertezas da placa de
referéncia foram menores que 0,25%. O contetudoagervd’agua foi derivado da
banda espectral do fotdmetro solar centralizade®4®nm com uma incerteza menor
gue 5%. A incerteza relativa da profundidade éplic@erossol variou entre 2 e 12% no
Brasil, 1 a 5% no Chile, 1 a 11% em Algodones Dunfs menor que 1,2 % na SDSU.
A informacdo de maior importdncia do métodeflectance-basede o fator de
reflectancia da superficie medido no momento emagsensor sobrevoou a superficie
em campo. A incerteza relativa do fator de reflegt de Algodones Dunes e do
Deserto do Atacama foi menor que 5% enquanto dsilBrana SDSU variou entre 3 e
10%. A segunda maior fonte de incerteza se refepteciséo do MODTRAN (2%). A
incerteza final da radiancia no topo da atmosfstinada pelo MODTRAN no Brasil e
na SDSU foi menor que 10%. A incerteza final daaacla no topo da atmosfera
estimada pelo MODTRAN no Deserto do Atacama e egoddnes Dunes foi menor
que 5,5%. Esses valores correspondem a incertet@ ¢hobal do método
reflectance-basegara a regido espectral entre 350 e 2400 nm.iBragfo cruzada dos
sensores MUX e WFI a bordo do CBERS-4 com o se@tbia bordo do Landsat-8 foi
realizada utilizando duas areas distintas: Libya-@d Deserto do Atacama. Durante o
processo de calibracdo cruzada é necesséario coasgidiferencas das funcbes de
resposta espectral (SRF) dos dois sensores eneslvidssa correcdo € realizada
mediante aplicacdo do fator de ajuste de bandactesp€SBAF). Assim, uma das
fontes de incertezas no processo de calibracadadaug o proprio SBAF, no qual
depende da incerteza do perfil espectral do ald@ iacerteza da SRF dos dois sensores
(sensor de referéncia e sensor a ser calibradsteNebalho, o SBAF foi estimado
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com uma incerteza menor que 2%. A incerteza tdtddal) no método de calibracéo
cruzada utilizando o Deserto do Atacama e a Libyai-dnenor que 6,5%. A fonte de
incerteza dominante na calibracdo cruzada € at@rseassociada ao sensor selecionado
como referéncia. O sensor OLI produz dados caldsa# radiancia com uma incerteza
menor que 5%. O Brasil agora possui uma indicagéntitativa da qualidade do
resultado final da calibracdo radiométrica absolatém disso, o pais também passa a
possuir autonomia e confiabilidade nos dados dipgmados por sensores do
programa nacional de observacéo da Terra, comexaonplo, 0 CBERS-4.

Keywords: Calibragdo Radiométrica. Incertezd®eflectance-basedCalibragédo
Cruzada. Sensor Orbital.
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1 INTRODUCTION

The development of Earth observation sensors @rlaihd airborne) has allowed
conducting numerous studies involving the Earttdsural resources. Howevethe

capacity to detect and to quantify changes on thghi environment depends on
sensors that provide calibrated and consistent datthe Earth's surface features
through timeg(BIGGAR et al., 1994; CHANDER et al., 2009jigh degree of reliability

in the sensor absolute radiometric calibration ndispensable to use the data for
quantitative investigations, i.e. radiometric cediiion is essential in approaches where

it is necessary inferring the geophysical and byspial properties of the objects.

Data from Earth observation sensors are storedigialdnumbers (DN). Absolute
radiometric calibration enables the conversionnodige DNk to physical units, such as
radiance. It can be performed prior to sensor laiumgc (pre-flight calibration) or/and
throughout the senser lifetime (in-flight calibration). Pre-flight cddration is
performed in laboratory under controlled conditidtemperature, humidity, pressure,
etc.). In general, for the electromagnetic spectregion from 400 to 2500 nm (visible,
near-infrared and mid-infrared), an integrating esplsource is used as a calibration
standard (CHEN, 1997; AVELISIO et al., 2007). Thadilmration of a sensor system
running in the thermal spectrum region can be peréa using a large-area blackbody
as a reference source (CHEN, 1997). The pre-feghbration allows testing the system
sensor to ensure it operates properly before bigiteggrated into the launch vehicle
(THOME et al., 1997). However, the sensor launclstrgsses and the rigors of the
space environment may significantly affect the fiight absolute radiometric
calibration of the sensor (HELDER et al., 2013).

The in-flight calibration helps to understand tlemsor's behavior on-orbit throughout
the sensor's operating lifetime. It can be perfarmsing an internal calibration source
(on-board calibration) and/or by acquiring radiamoeasurements from the Earth's
surface (vicarious calibration). In-flight on-boagdlibration is conducted by an internal
calibration system using artificial or natural ligources (DUAN et al., 2013). The
common on-board reference sources used for syséEsos operating in the solar
reflective spectrum are lamps and solar diffusé€ms-board blackbodies are used to

calibrate the thermal spectral bands. Some satslihsors, such as MODIS (Moderate
1



Resolution Imaging Spectroradiometer), ASTER (Adwah Spaceborne Thermal
Emission and Reflection Radiometer) and the sermotsoard Landsat satellites series
have been assembled with internal calibration systeXIONG et al., 2007; THOME et

al., 1998; MARKHAM et al., 2001). However, it is gmble that degradation of the
internal calibration system may occur over sensopsrating lifetime. In addition,

some Earth observation sensors do not have on-hwdifotators. Thus, in instances
when internal calibration systems are not relialnieare absent, vicarious calibration

method arises as an alternative.

Vicarious calibration is a technique that attentptpredict the radiance at the sensor,
I.e. top-of-atmosphere (TOA) radiance, over a setetest site on the Earth's surface. It
has become widely adopted as the means to prowdepéendent assurance of the
quality of remotely sensed data (DINGUIRARD e SLAAE 1999;
BIGGAR et al., 2003; THOME et al. 2008). This cuntrevork focuses on the two most
common vicarious calibration methods: (a) refleceabased approach; and
(b) cross-calibration method. The reflectance-basagproach requires ground
reflectance (or radiance) and atmospheric measuntsneincident with the sensor
overpass over a selected surface. The in-situ measmts are used as input into a
radiative transfer code that predicts TOA radiavdeich is compared to the radiance
reported by the sensor system. The radiometribredion coefficients of the sensor are
determined from this comparison. The reflectancgetaapproach was effectively
implemented by several research groups and apigisdveral Earth observing sensors
such as ETM+/Landsat-7, OLI/Landsat-8, ASTER/Temd Hyperion/EO-1(THOME,
2001; CZAPLA-MYERS et al., 2015; THOME et al., 2008CCORKEL et al., 2013).

Cross-calibration is a method where the responsa sénsor is compared with the
response of another one that has a better knowriomattic calibration

(well-understood and well-calibrated sensor), vieamsimultaneous imaging of a
common ground target. Although more complex duednables such as coincident
acquisition times, viewing and illumination geonmety and spectral coverage
differences, the method is one of the most import@chniques able to tie sensors onto
a common radiometric scale (CHANDER et al., 2013&g cross-calibration emerges

as an alternative method and/or supplement to logests in implementation of
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calibration. Unlike reflectance-based approach, diess-calibration does not involve
laborious and intensive ground measurements wiperedive and sensitive radiometric
equipment. Thus, it is interesting to include al&dives to absolute calibration methods

to minimize costs and maximize the frequency oksesystems calibration.

It is important to emphasize that confidence ineasured value requires a quantitative
report of its quality, being necessary the evatimbtf the uncertainty associated with
the value (PINTO et al., 2016a). This proceduressential because during the absolute
calibration of the sensors, either by the reflectabased method or by the cross-
calibration, various measurements and analysiparf®rmed, which results should be
as reliable as possible. The ground radiometricsomesents from the surface, the
atmospheric measurements and the determination abbration coefficients are
incomplete unless accompanied by a statement of wheertainties. The radiometric
calibration uncertainty is a key in reliability o&libration results. Without calculating
the uncertainty involved in the process, measurémgsuolts cannot be compared, either
among themselves or with reference values givera ispecification or standard
(JCGM, 2008a; PONZONI et al., 2015).

In Brazil, activities involving the absolute radietric calibration of satellite sensors
started in the 2000s. Since then, it is considématithere was a significant advance in
knowledge on the subject. However, Brazil calilmatstudies have focused only on
reflectance-based method and, therefore, the calgsation has been underexplored
in the country. Besides, it is important to notatthuntil the end of 2009 all the
radiometric calibration tasks were carried out with uncertainties estimations
(LAMPARELLI et al. 2003; PONZONI et al., 2006; PORERII et al., 2008). From
2010 some works began to be performed taking imtmunt the uncertainties, as
described by Pinto (2011) and Pinto et al. (20D@spite this substantial progress, it
has not been developed and applied a methodologgdess the uncertainties taking
into account all stages of a complete absolutebi@lon mission. Therefore, it is
necessary to improve the current calibration methoohcluding uncertainties
estimations in both measurements and proceduresrdiative little knowledge about

the cross-calibration procedure and the lack okuamties estimation associated with



the absolute calibration procedures compromisesefiability of the data provided, for
example, by the China-Brazil Environmental Resosi®atellite program (CBERS).

In this context, this thesis proposes a methodofogevaluatinghe uncertainty in the
in-flight absolute radiometric calibration of Eartbservation sensors. This present
work is structured as followS§ection 2presents a theoretical background, including a
review of the both calibration methods utilizedfl@etance-based approach and cross-
calibration method) and both methomsevaluate uncertainties (classical method and
the Monte Carlo Simulation)Section 3 describes the three optical sensors used to
evaluate the methodology (OLI/Landsat-8 and MUXMYZBERS-4) and how it was
performed the radiometric calibration using botHlertance-based approach and
cross-calibration method. The results and discussiare presented isection 4

Finally, insection 5 conclusions and recommendations remarks are ssktie

1.1. Objective

The general objective of the present work was teeldp a methodology to evaluate the
uncertainties inherent in the in-flight absolutedicanetric calibration of Earth

observation sensors. The main idea is to identifg telationship between the
uncertainties caused by various factors and theativencertainty. The uncertainties
involved in the calibration procedure were quaetifioy combining two uncertainty
evaluation methods: classical arfdonte Carlo methodsThe analyses of the

uncertainties were carried out in the region of th&ble, near-infrared and short
wave-infrared of the electromagnetic spectrum, betw 350 and 2400 nm.
Furthermore, the methodology for assessing unoigai proposed in this present work
was applied for both absolute radiometric calilmatimethods: reflectance-based
approach and cross-calibration method.

The working hypothesis was that this new methodpley compatible with other
methods practiced by the international science conityr of satellite radiometric
calibration and it will allow Brazil to have a qudative indication of the absolute

calibration final results.



The specific objectives were to:

v Identify the main sources of uncertainty in thdaeethnce-based approach and

cross-calibration method;

v' Evaluate the suitability of two sites located iruoAmerica (Chile and Brazil)
to be used as a reference surfaces for calibrafidbarth observation sensors

purposes;

v' Evaluate the potential of the Monte Carlo simulatinethod as an alternative
and complementary to the method traditionally usedstimate the uncertainty

in the absolute radiometric calibration;

v' Perform the radiometric calibration of the Openadib Land Imager (OLI)
on-board Landsat-8 and compare the results witlsethabtained with other

teams that carry out the calibration of Landsatser

v Describe the complete procedure to perform thelatesscadiometric calibration
of the sensors Multispectral Camera (MUX) and Wileld Imager (WFI)
on-board CBERS-4;

v' Estimate, along its associated uncertainties, tiselate radiometric calibration
coefficients for the sensors MUX and WFI on-boar8ERS-4, which allows
converting the digital numbers from the image dataseful quantities such as

radiance.






2 THEORETICAL BACKGROUND

Data from Earth observation sensors are storedgitsidchumbers (DN). The goal of
absolute radiometric calibration is to determine tadiometric coefficients that will
convert the DNs from an image in a physical qugnsuch as radiance. In general,
there is a linear relationship betwedme DN and radiance response described by
(CHANDER et al., 2009):

L, :( L max, - L min, JX(DNA—DN min, )+ Lmin, 2.1)
DN max, - DN min
where: A is the wavelengtHh. ,is the spectral radiance at the sensor’s aperiwmniis of
[W/(m? srum)]; DN is the digital number from the imagBNmax;, and DNmin, are,
respectively, the maximum and minimum digital numedue that the sensor is able to
register; and_max;andLmin, are, respectively, the maximum and minimum raddanc
value that the sensor can measure. Thax; and Lmin, values are the radiometric
coefficients. For sensors quantized in 8 bits, leeoved at ETM+ (Enhanced Thematic
Mapper Plus) on-board Landsat-7, for exampldmaxandDNmin values are 255 and

0, respectively.

Equation 2.1, which relates the radiance willN, can also be written as:
L, =G, xDN, +offse} (2.2)
where:

L max, — L min,

= ) 2.3

* DN max,— DN min, =3

offset, = L min , - L max, = L mm”_ x DN min (2.4)
DN max,— DN min,

where:G is the coefficient gain in units of [W/@srum)]; andoffsetis the coefficient
bias in units of [W/(rfx srum)].



The TOA (top-of-atmosphere) reflectance of the lEast computed according to the
equation (TEILLETet al., 2001TEILLET et al., 2006CHANDER et al., 2009):

_mrxL, xd?

- 25
Proas E,, Xcosd @9

where: proa, is the planetary top-of-atmosphere (TOA) refleceapanitless];z is a
mathematical constant [unitlessfo, is the mean exoatmospheric solar irradiance

[W/(m?-um)]; d is the Earth-Sun distance [astronomical unitsf} iis the solar zenith

angle.

After algebraic manipulation dquation 2.2 andEquation 2.5:

. _mxd?x(G, x ND, + offset, )
TOAA E,, X cos8

(2.6)

Several in-flight radiometric calibration methodsvk been proposed for Earth
observation sensors (SLATER et al., 1987; DINGUIRARNdD SLATER, 1999;
PINTO et al., 2013a). Perhaps, the two most commethods of in-flight calibration
are: reflectance-based approach and cross-catibratethod described, respectively, in

section 2.landsection 2.2
2.1. Reflectance-Based Approach

The first and most critical stage of the reflecedbased calibration method is choosing
a reference surface with specific, wuniform and Istabcharacteristics

(SCOTT et al., 1996), which can be divided into tgroups: (a) characteristics related
to atmospheric and geographic issues, i.e., themegust have low cloudiness rates,
high altitude and be flat; and (b) the physicalrabteristics, such as high reflectance
values, isotropy and uniformity over a desired séaange, should be stable over

time. Furthermore, it is also desirable that thréasie be easily accessible.

In fact, any Earth's surface can be used in refted-based approach, i.e., it is not

mandatory that the surface actually presents altttaracteristics mentioned above. The

key is to know the surface reflectance (or surf@ckance), which can be obtained, for
8



example, in areas covered by vegetation that arsidered "non-ideal" due to seasonal
changes. The primary idea behind these charaatsristto get closer to the ideal case
of “zero atmosphere” by maximizing the referencefase signal due to directly
reflected solar irradiance (MCCORKEL et al., 2013)herefore, these “ideal”
characteristics facilitate the measurements, calicms and possibly reduce
uncertainties, increasing the reliability perforgnithe calibratiorprocedures

The reflectance-based approach requires an accfiedderadiometric measurement
concurrent with the overpass of the sensor (THOMEl.e 2004). The ground based
radiometric measurements involve two distinct typss measurements: one for
determination of the surface radiance (or reflemqrand the other to characterize the
atmosphere. The data derived from ground measutsnmee used as input in a
radiative transfer code to predict the radianckfcédince values at sensor level (top-of-
atmosphere radiance). These results are then cethprathe digital number reported by
the sensor to provide a set of bias and gaingsénsor bands (radiometric calibration

coefficients). InFigure 2.1is illustrated the reflectance-based approachgssnc

Figure 2.1.lllustrative scheme of reflectance-based approacbeaalures.

L=GxDN +offset

DN from
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Looking at Figure 2.1 it is possible to notice some significant factoo$

reflectance-based approach: reflectance (or rad)anteasurement of the selected
surface as a reference, atmosphere characterizatibnique to "add" the atmosphere to
data measured on the field and the sensor imag&vithébe used for comparison. In the

next four sections are described each of theserfact
2.1.1. Surface Reflectance

Reflectance is the ratio of the total amount otet@magnetic radiation (EM) reflected
by a surface to the total amount of EM incident tbe surface (MILTON, 1987).
However, reflectance cannot be measured direatigalse the infinitesimal elements of
the solid angle do not include measurable amounts radiant flux
(SCHAEPMAN-STRUB et al., 2006). Thus, due to technical diffies measuring
reflectance in either field measurements or lalmoyathe reflectance factor (RF) is the
equivalent used in practice (MILTON, 1987). Thisaqgtity is the ratio of spectral
radiance reflected from a sample (target) to tleetspl radiance that would be reflected
by a perfect diffuse Lambertian surface, understmae geometric conditions, according
to Equation 2.7 (MILTON, 1987). Theterm reflectance is often used in a general
sense In practice, a perfectly reflecting panel does exist; therefore, a correction is
made to account for the spectral reflectance panel.

Ltarget(gr 'qor'gi ’Q'A) xk
Lpanel(gi ’Q’A) ’

where: Liarget IS the radiance of the targeétsane is the radiance of the reference panel

RFtarget(ei ’W’Hﬂﬁi/‘) =

(2.7)

under the same specified conditions of illuminatod viewing;A is the wavelengthy
is the angle from the vertical (zenith anglg)is the angle measured in the horizontal
plane (azimuth angle); the subscriptsand r denote incident and reflected rays,

respectivelyk, is the panel correction factor (usually determiirethe laboratory).

One of the objectives during ground radiometric soe@aments is to characterize the
reflectance of the reference surfadéq@ation 2.7). Therefore, in general, two
instruments are employed: (i) radiometers or speatiiometer; and (ii) reference
panels. Radiometers and/or spectroradiometer ateuments used to quantitatively

measure the intensity of electromagnetic radiatidhe most popular portable
10



spectroradiometer applied in the field in remotesggy is the FieldSpec (ASD Inc., a
PANalytical company), which operates in the spéctmage from 350 through 2500 nm
(ASD, 1999). Radiometric measurements of the rafaresurface are alternated with
radiometric measurements of the reference paneé fdiference panels can be
manufactured from a variety of materials, such @asum sulfate (BaSg), magnesium

oxide (MgO) or Spectralon (PINTO, 2011; LABSPHERBQ9). Currently, Spectralon

is the most frequently used for manufacturing efee panels. According to Hope and
Hauer (2010), besides good lambertian scatterifgber, the advantage over other
comparable materials is its superior high reflectarven in the ultraviolet (UV)

spectral region. Spectralon panels also are dueatdlenaintain a consistent reflectance
over time. In addition, Spectralon panels are warathsistant and washable, qualities

well suited for reference reflectance panels (JAOKS:t al., 1992).
2.1.2. Atmospheric Characterization

The atmospheric characterization data are colleatethe same time as the surface
reflectance measurements are performed. The atrmospbharacterization can be
carried out using a sun photometer (or solar radien). Sun photometer measurements
can be used to recover atmospheric parametersdingl spectral aerosol optical depth,
water vapor, sky radiance distributions and ozameunt (ROLLIN, 2000). The sun
photometer generates a digital output signal thdtniearly proportional to the solar
irradiance. This can be modeled according to therfBambert-Bouguer attenuation
law (SCHMID and WEHRLI, 1995; ROLLIN, 2000; PINTQ &l., 2015).

V/] =__ (2.8)

where: V, is sun photometer output, proportional to the rsofteadiance for the
wavelengthi; Vy, is the calibration constant for the wavelengthd is Earth-Sun
distance factor in Astronomical Units) is the relative optical airmass [unitless]; and
7, IS the total optical depth [unitless] for the wiargthA.

The relative optical airmassy, can be estimated by secant of the zenith arfile (
(ECHER et al., 2001), or it can be calculated naweurately according to the equation

(OSTERWALD and EMERY, 2000):
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1
m=—x 2.9
P Los@Z + 015x (93885- cos@z)‘lzs?} &9)

where:#; is the solar zenith angle [degrees or radiansichvban be obtained from the
site latitude, longitude, and time of dd is the pressure at sea level (approximately
1013.25 hPa)andP is the surface pressure in hPa.

The Earth-Sun distancd, varies throughout the year, then; it can be eséthaising
the equation (OSTERWALD and EMERY, 2000):

d =1.0001% 3.4221x107? x cosl,) + 128x107° xsind, )

_ (2.10)
+ 719x10* xcos@d,) + 7.7x107° xsin(2d,)
where:d, is the day angle, calculated by:
2.1
d,=(J-Dx 2.11
.=(-D 36E (2.11)

where:J is the Julian day of the year integer (or day-e&y.

To estimate the influence of the atmosphere uBmpgation 2.8 it is necessary to
determinéVp, andz, values. Therefore, the Langley method is useddbasists in the

linearization of Beer's law:

In(V, xd?)=Inv, ) -mxr, 212

According to this law, if a series of measuremanperformed for different optical air
masses and during a time period where the totadalptepth remains constant, then, it
is possible to estimaté, ; andz;. Langley method result is a linear fitting, whehe

linear coefficient is the natural logarithméf 4, and the slope coefficientig

The total optical depth;, can be expressed by the following equation (R®L.A000;
PONZONI et al., 2015; PINTO et al., 2015):

T/l = TRaerighA + TAerossoIs/] (2.13)
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where: Taerosson IS the aerosol optical depth; amghyieighy IS the optical depth due to

Rayleigh scattering.

The Rayleigh component depends only on the waviieagum], the pressure at sea

level, Py and the pressure at the surface lelel,

_0.008569% A~ (L+ 0.0113% A% +0.00013x 1) x P
T Rayleigh = (2.14)
yleig P
0

According to the Angstrém’s turbidity formula (ROIN, 2000), the spectral variation

of aerosol optical depth can be written as:

T = BxA7 (2.15)

where: a is the Angstrom’s exponent related to the aversige distribution of the

AerossolsA

aerosols; ang is an Angstrom’s turbidity parameter, which is pdional to both the
amount of aerosols and the horizontal visibifys [km] (PONZONI et al. 2015):

VIS

B=0613xe 15 (2.16)

Absorption by water vapor is restricted to narropedral bands. The extraction of
water vapor column abundance from sun photometasuorements usually relies on a
measurement in the region of water vapor absorpi@und 940 nm. Then, the sun
photometer spectral range centered at approxim&ly nm is used to estimate the
water vapor atmospheric content. Howeugeguation 2.8 is not valid throughout the
spectral region of absorption by water vapor. lis tase, the sun photometer output,
Vosonm IS estimated using (HALTHORE et al., 1997):

~T940nm>*M

V, xe
— 940nm
V94Onm - d 2 X TW (2.17)

where:Vosmm IS the sun photometer output at 940/\gs40nm IS the calibration constant
at 940 nm; o IS the total optical depth at 940 nm; afdq, is the gaseous
transmittance, which can be estimated using theloWolg expression

(PONZONI et al. 2015):
13



T, = g WX’ (2.18)

where:W s the water vapor content (g/@mnanda, b andc are constants, which depend
on the equipment useb),andc are approximately equal to 0.5 (ZULLO et al. 1996;
HALTHORE et al., 1997)

To determineVgsonm and W values, the Langley Modified Method can be applied
(HALTHORE et al., 1997). Thugquation 2.17can be rewritten as:

In(V94cnm % dz) T MXTo40m = In(V094mm) —axW"xnf (2.19)

A plot of the left side ofEquation 2.19 againstn’® yields a straight-line with the

ordinate intercept equal to M{escm) and the slope equal @xW".
2.1.3. Radiative Transfer Code

An atmospheric radiative transfer code calculaté® tradiative transfer of
electromagnetic radiation through a planetary apheese. The objective is to take into
account the interference of the atmosphere to naelioc values collected in the field.
The data products derived from the ground measurengthe atmospheric and surface
reflectance data) and geometries of the sensdftitgatand sun during the passage of the
sensor over the reference surface are used astmputadiative transfer code to predict
the top of atmosphere (TOA) radiance/reflectance.

The radiative transfer codese highly dependent on inputs parameters thatistons
in: (i) surface reflectance; (ii) column water vap@ii) column ozone; (iv) temperature
profile; (v) pressure profile; (vi) aerosol propest including Angstrém parameter and
aerosol optical depth at 550 nm; (vi) geometry tble sensor/satellite; and
(viii) geometry of the sun. An important output thfe radiative transfer cods the
top-of-atmosphere radiance (at-sensor radiance$. dutput can be averaged with the
sensor Spectral Response Function (SRF) of intewdstd the band-averaged radiance

values.
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There are several codes available that satisfy rédggiirements of predicting the
at-sensor radiance. The radiative transfer codest widely used in the remote sensing
community are: (a) the Second Simulation of theel Signal in the Solar Spectrum
(6S); and (b) the Moderate Resolution AtmospheadiBnce and Transmittance Model
(MODTRAN). The 6S code is an improved version of (S88nulation of the Satellite
Signal in the Solar Spectrum), developed by theokatioire d’optique Atmospherique
(VERMOTE et al., 1997; VERMOTE et al., 2006). TheOMTRAN was developed by
Spectral Sciences Inc and the US Air Force Resdabbratory (BERK et al., 2011). It
is a computationally rigorous algorithm that is dite model the spectral absorption,
transmission, emission and scattering charactesistf the atmosphere. This is
accomplished by modeling the atmosphere as a sethavhogeneous layers
(IENTILUCCI, 2007). MODTRAN operates in wavelengtistending from the thermal
Infrared (IR) through the visible and into the altiolet (BERK et al., 2011).

2.1.4. Image Analysis and Calibration Coefficients

The last step of the reflectance-based approadéte&smining the calibration coefficient
for each sensor spectral band by comparing theéatligumber (DN) output from the
sensor to the predicted at sensor radiance byathative transfer code. The DN output
is determined by averaging the output for thoseslpixelated to the reference surface
site.

In general, the output of the radiative transfedecs the top-of-atmosphere (TOA)
radiance for each nanometer. Therefore, beforeopwifig this comparison, it is
necessary to average the output data of the registansfer code with the Spectral
Response Function (SRF) (sgection 2.2.) of the sensor to find the band averaged

at-sensor radiance values at each spectral barmdatg to the equation:

[ L, xSRRd
Lband =2 00
| SRRdA

(2.20)

where: Lpang IS the radiance in a specific band; is the radiance as a function of

wavelength.
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First, the test site on the ground is localizethim image acquired by the sensor. Then,
the DN output is estimated by averaging the oufiputhe pixels related to the sensor of
the test site. Finally, this average DN is companeth the at-sensor spectral band
radiance. This combination generates the radiomedilibration coefficients (gain and

offsetfrom Equation 2.2).
2.2. Cross-Calibration Method

Crosscalibration is one of the several methods use@é&stlaunch Earth Observation
Satellites sensor radiometric calibration, whichnpiés the quantitative comparison of
measurements obtained from different sensor syst@heme et al. (2003), for
example, used Railroad Valley Playa site to cradd@te ALI/EO-1, Hyperion/EO-1,
MODIS/Terra and IKONOS with respect to ETM+/LandgatChander et al. (2004)
presented the results from cross-calibration of HiéM+/Landsat-7 and ALI/EO-1
sensors using two approachAscording toChander et al. (2013a) the cross-calibration
is the least mature method of radiometric calibratbut one of the most important

capabilities needed to tie sensors onto a commnaiameetric scale.

Cross-calibration is a method where the responsenef sensor is compared to the
response of another sensor when both sensors posezkto the same electromagnetic
radiation level. Usually, the same radiation leiebbtained using near-simultaneous
imaging of a common ground target. The radiomeaidoration of the reference sensor
is transferred to the sensor of interésguation 2.5 can be defined separately for the
sensor used as reference and for the sensor @ibeated:

2
ﬂD—/} ref |]:]ref

p/l,ref = (2.21)
[ESUNA Ij:Osgz]ref

ﬂl:L/l,caI |]:I(:Zal
[ESUNA E:OSQZ]

lo/l,cal = (2.22)

cal

After algebraic manipulation &quation 2.21andEquation 2.22
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ESUNA [¢osd, ] ;

cal DOA,caI D ref

L ca =L re
Acal A.ref [ESUNA E(,EOSHZ]ref P ref dczal

(2.23)

where: oy calParet IS the inverse of the Spectral Band Adjustment Factor
(seesection 2.2.2. Through this equation the radiance value of $emsor to be
calibrated,L, ca, IS Obtained from the reference sensor radiangg; It is necessary to
reverseEquation 2.23if one wants to adjust the sensor to be calibratitll respect to

the reference sensor.

The first step of the cross-calibration methodbsaming the image pairs of a common
ground targetSecond, the digital numbers from the image of #ference sensor is

converted in radiance values. Then, this radianasompared with the digital number
from the sensor image of interest. However, in ganghe spectral bands differ

significantly between sensors, even for bands desigto operate at the same
electromagnetic spectrum region. The spectral bardside substantially different

measures that are not directly comparable since #malogous bands may have
different Spectral Response Function (SRF) (TEILLE®I., 2007). The differences in
spectral responses of the sensors must be qudnéfid compensated to avoid large
uncertainties in cross-calibration results (CHANDE&Ral., 2013b). For this purpose, it
is calculated and used the Spectral Band AdjustrRantor (SBAF). InFigure 2.2 is

illustrated the cross-calibration method procedures
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Figure 2.2.lllustrative scheme of cross-calibration methodcpures.
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2.2.1. Spectral Response Function

Earth Observation sensors systems detect the er{emdiation) that is emitted or
reflected by the object or scene being observezkitain bands of the electromagnetic
spectrum. Spectral bands are often simplified imseof Full Width at Half Maximum
(FWHM) bandwidth and central wavelength that cqroesl to the maximum value of
the response function (PINTO et al. 200Barth observation sensarsgay bedesigned

to operate in different bands of the electromagngectrum. Spectral bands operating
in the visible range (400-700 nm), for example, a®ry common in remote

sensingsatellite because they support several applicaigiBlISEN, 2009).

The Multispectral Camera (MUX) and Wide-Field Imag¢®/FI) on-board CBERS-4,
for example, are sensors running in four spectaalds covering the wavelength range
from blue to near infrared (from 450 nm to 890 n(BEPIPHANIO, 2011). The
Operational Land Imager (OLI) on-board Landsat-8ects data from nine spectral
bands in the visible, near infrared, and short waWeared portions of the spectrum
(from 430 nm to 2300 nm) (IRONS et al., 201Rigure 2.3 shows the SRF profiles of
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the MUX/CBERS-4, WFI/CBERS-4 and OLI/Landsat-8 s#ss The spectral bands of
MUX/CBERS-4 and WFI/CBERS-4 operate in region o tlectromagnetic spectrum
nearby bands 2, 3, 4 and 5 of the OLI/Landsat-8@emevertheless, the SRF of these
bands are different as can be seerrigure 2.3, especially in the NIR band. These
differences between two sensors caused by spewsplonse mismatches can be
compensated by using a Spectral Band AdjustmeniF§8BAF), which takes into
account the spectral profile of the target and3Ré& of the two sensors under study.
Figure 2.3.Multispectral Camera (MUX), Wide-Field Imager (WFi)d Operational

Land Imager (OLI) Spectral Rgsponse Function (SRF).
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Source: Mishra et al. (2014a).

2.2.2. Spectral Band Adjustment Factor

Multispectral remote sensing sensor systems, sush CGll/Landsat-8 and
MUX/CBERS-4, measure the intensity of electromagnetdiation in some bands of
the electromagnetic spectrum. The value of thec&dhce in a specific spectral band of
a sensor is calculated by integrating the SRF ef gbnsor with the hyperspectral

reflectance profile, averaged by the respective:SRF
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— J0
pband - 0 (2.24)

where: thand IS the averaged reflectance for each spectral bémige sensor [unitless];
o, is the reflectance incident on the sensor at alleleangths (hyperspectral reflectance

profile) [unitless]; andBRFis the Spectral Response Function [unitless].

Looking atFigure 2.3 it is clear that even for the spectral bandsgiexi to look at
same region of the electromagnetic spectrum, thesponse can be significantly
different because their analogous spectral band® [hfferent SRF. Thus, these
differences in spectral responses must be compzhsahen the cross-calibration
method is used because the bands may respondediffeito the same intensity of
electromagnetic radiation. The key parameter fiar ¢tbmpensation is the Spectral Band
Adjustment Factor (SBAF). The SBAF is calculatedtaking the ratio between two
respective simulated reflectances from both sengbiaterest according to equation
(CHANDER et al, 2013b):

SBAF, , = Pire (2.25)

A,cal

where: o) et and o cal IS the simulated TOA reflectance for the refereseersor and the

sensor to be calibrated, respectively.

After algebraic manipulation @quation 2.24andEquation 2.25

XSRFA refdA J.OOSRE cal
) % 0 )

) P dA
SBAE)and = J.O ’

— = (2.26)

[ SR d1 [ p,xSRF,d]
The differences between both sensors caused byralpexsponse mismatches can be
compensated by using a SBAF, taking into accoumstiectral profile of the target and
the SRF of the sensors. The spectral profile isinbd by prior knowledge of the
spectral signature of the target. Telillet et ab0®), for example, used measurements of
surface spectral reflectance and atmospheric depygmal depth available for the
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Railroad Valley Playa, Nevada (RVPN) and Niobra¥abraska (NIOB) test sites to
calculate the SBAF. For each test site, these Wate used as inputs to a radiative
transfer code to compute the TOA reflectance. One tlother hand,
Chander et al. (2013b) have applied the HyperionlE@easurements to derive the
spectral signature of the target (TOA reflectance).

2.2.3. Image Pair

The basic principle (or idealized conditions) obgs-calibration is that two sensors
should make identical measurements when they vimvsame ground target, at the
same time, with the same spatial and spectral nsgsoand the same viewing geometry
(CHANDER et al. 2013c). However, all these “ideatonditions rarely occur
simultaneously, then, it is essential to apply aeseof thresholds to set the
measurements and adjusting the data in a compasable.For example, even if the
sameground targets imaged at a same day by two instruments, sgieand off-nadir

viewing geometry differences can occur between iadns.

Nevertheless, it is necessary to be careful whewosihg the pair (or pairs) of images
that will be used to perform the cross-calibragwacedures. The first issue is related to
the time interval between the two images. If th& & images is acquired almost
simultaneously it is possible to assume that thitase and the atmospheric conditions
did not change significantly during the two imageuasitions. Teillet et al. (2001)
considered this assumption to perform the crosbredion of the sensor Thematic
Mapper (TM) on-board Landsat-5 satellite (TM/Landsph with the well-calibrated
ETM+/Landsat-7 as a reference. This was possibleause the image pairs were
acquired only 10 to 30 min apart during the tandemfiguration period.

The second issue is related to the type of suidhosen for calibration. In this sense, it
is advisable to use images that contain spatiatijorm areas and some isotropic
characteristics (PINTO et al., 2013a). By choosmgges with these characteristics it is
not necessary to correct (or make minimal corresialue to differences between the
solar illumination geometries conditions (solar lejhgand observation geometry
(viewing angle) of the two sensors. Furthermoréadtlitates and possibly decreases the

uncertainties in the cross-calibration proceduteoriie et al. (2003), for example, used
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the Railroad Valley Playa in north central Nevadactlibrate the sensors on-board
Earth Observer (EO-1) satellite and other Eartbuses sensors taking as reference the
ETM+/Landsat-7.

2.3. Evaluation of Uncertainties

Measured values are always approximate. Every measumt of physical quantities has
intrinsic uncertainties in their assessments. \diig in the results of repeated
measurements occurs because variables that cact #fie measurement result are
impractical to hold constant, even in precisely togfed conditions. Then, when
reporting the measurement result of a physical tiyant is essential giving some
guantitative indication of the quality of the reas@ICGM, 2008a). Therefore, the
uncertainties of measurements are estimated. Inrology, “uncertainty of

measurement” is a term used as a quantitative meeaaccuracy.

The total uncertainty of a measurement is foundth® combination of the entire
contributing uncertainties component. Measuremeagetainties can be originated by
the measuring instrument, by the measurement mghyotthe item being measured, by
the environmental conditions, by the operator apdther sources. lirigure 2.4 is
presented the cause and efféietgram, showing sources of uncertainty assocmattd

the measurement process.

Figure 2.4.Factors that influencihe measurement process.
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The conventional method for the uncertainties eatedn is described in the Guide to
the Expression of Uncertainty in Measurement IS@tethational Organization for
Standardization), also known as the ISO-GUM metf/d8NT and INMETRO, 2003;

JCGM, 2008a). In some situations, however, the GBI method is inappropriate and
an alternative approach is applying the Monte Csairftulation method (JCGM, 2008b).
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2.3.1. 1ISO-GUM Method

Every experimental estimation of uncertainty shotale into account both, the data
statistical fluctuation and the experimental asp@&dtthe measurement. Evaluation of
measurement uncertainties are classified into TA&pand Type B (MENDES and
ROSARIO, 2005; VUOLO, 1996). Type A uncertainty dstimated using statistics,
usually by calculation of an estimated standardiad®en from a set of repeated
measurements. Quantification of other uncertairdyrcses requires the exercise of
judgment using every relevant information availaddd@ut the possible variability of the
measurand (Type B - aspects of the experiment)s Tould be information, for
example, from past experience of the measureméots, environmental conditions,
from calibration certificates, from manufacturer&pecifications, from published
information, and from common sense. This clasgificaof uncertainties, Type A and
Type B, is done only to indicate the two differamélys of evaluating uncertainty
componentsSuch division is not intended to indicate that ¢hex difference in the
components nature. Once the uncertainties sourmes heen classified, Type A and

Type B uncertainties are treated identically thiteza

The measurements of physical quantities can besifita into two categories: direct
and indirect measures. The direct measures are thas have been obtained directly
through a measuring instrument. For example, wisgmgua scale to measure the value
of an object mass, we actually do a direct meastiiess mass. Indirect measures are
those that are obtained from a mathematical exjoredbat relates the quantity of
interest with other quantities, for example, thigetance factor (seéquation 2.7).

In the case of direct measurements, the repedyabiicertainty is evaluated from the
replicate measurements. From these measuremestsatculated the mean value and
the standard deviation of the mean, given by tledsird deviation divided by the
square root of the sample sid¢, In most cases, the best available estimate of the
expectation or expected value of a quantity thategarandomly and for whiciN
independent observations have been obtained isatittemetic mean. The standard

deviation of the mean is the statistical uncertagitthe quantity (Type A).
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On the other hand, in the indirect measuremenis applied the statistical treatment
known as propagation of uncertainty. In this cabe quantity of interest is not

measured directly, but it must be calculated fraheoquantities:

g = f(a,b,c,...) (2.27)
where:g is the quantity of interest obtained indirectlgfided in terms of other physical

guantitiesa, b, c ..., that have uncertainties associated with them.

When the input quantities frorEquation 2.27 are correlated (or dependent) the
appropriate expression for the uncertainty gofs (VUOLO, 1996; JCGM, 2008a;
ABNT e INMETRO, 2003; HELENE e VANIN, 1981; BEVINGIN and
ROBINSON, 2003):

dg Y’ ag\’ dg)’
0.2:(_9j xaﬁ{—gj xab2+£_9j %07+ +COV (2.28)
¢ \oa ob ac

Where:g—g, %andg—gare the partial derivatives related the dependehtiee quantity
C

a

g relative the primary quantities, b, c, ..., respectively (also referred to sensitivity
coefficients)o,,0,,0.,... are the uncertainties of the primary quargiéeb, c, ...,
respectively; an€OV represent the dependencies between primary gesatib, c, ...:
2 e 2 Z R e 2 (G M)
COV=2x| = |x| == |XCOV,, +2%X| — |X| = |XCOV,, +2%| — |X| —= |xco\, +... (2.29
(an (ab ho 2| 5o ) 9c ) < O%e * 2| gp (3 S €M o (2:29)

where: cov, , ,COV, . ,COV, ... are the estimated covariance associated avithd

b, aandc, andb andc, ...respectively. If the variables b, c, ... are uncorrelated the
covariance is equal to zero. The correlation coigffit, r, is a measure of the relative

mutual dependence of two variableg b), equal to the ratio of their covariances

cov to the positive square root of the product ofrthariances ¢, and ¢,?):
a,b a b

_ CoV,,

lap = T (2.30)
0_a2 x 0_b2
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The process for evaluating the uncertainties ofrésellts of a measurement through
ISO-GUM method may be summarized in eight stepsfollewing (ABNT and
INMETRO, 2003; JCGM, 2008a; PONZONI et al. 2015):

1) In the majority of experiments, the quantity ofeirgst is measured indirectly
accordingEquation 2.27. Then, the first step to evaluate the uncertaistto
determine the mathematical expression, which shoaitdain all quantities that

can contribute to the final uncertainty of the meament result.

2) Determine the estimated value of all input quantay b, c... from
Equation 2.27. This estimation may be based on the statisticalyais of series

of observations.

3) Evaluate the uncertaintgf each input quantity defined in the previous step
a, b, c... from Equation 2.27 This uncertainty may be assessed by statistical
analysis of a series of observations (Type A evaloaof uncertainty) or by
other means (Type B evaluation of uncertainty).

4) Evaluate the covariances associated with all iegtitnates that are correlated.

5) Calculate the result of the measurement, thahes estimate of the measurand,
through the mathematical expression using the imuantities calculated in

step 2.

6) The next step is to determine the final uncertawftythe measurement result
using the propagation of uncertainty procediguation 2.28. It is necessary
taking into account the uncertainties and the damae associated with the input

quantities determined in step 3 and 4, respectively

7) All uncertainty is associated with a confidenceemal In general, the
uncertainty of the measurement result is expresgedne standard deviation
(10), with a 68.27% confidence level, known as "staddancertainty"
(seeTable 2.1). However, in some cases it is necessary to peowichigher
confidence level. In this case it is determinedekpanded uncertainty, which is
obtained by multiplying the final uncertainty bycaverage factor, typically
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ranging from 2 to 3. The coverage factor is depahde the effective degrees of
freedom for a confidence required of the intervethe Welch-Satterthwaite
equationmay be used to calculate an approximation toefifective degrees of
freedom (ABNT e INMETRO, 2003; JCGM, 2008a).

Table 2.1 Value of the coverage factor and the level offici@mce assuming a normal

distribution.
Level of confidence (%) Coverage factor
68.27 1.000
90.00 1.645
95.00 1.960
95.45 2.000
99.00 2.576
99.73 3.000

Source: Mendes and Rosario (2005)

8) Report the result of the measurement together wgtfinal standard uncertainty
or expanded uncertainty.

The CEOS (Committee on Earth Observation SateNieyking Group on Calibration
and Validation (WGCV) mission is to ensure longxiezonfidence in the accuracy and
the quality of Earth Observation data and prodant$ provide a forum for exchange
information about calibration, validation, coordioa, and cooperative activities
(CEOS WGCYV, 2016). CEOS WGCYV has established aitguadsurance strategy to
facilitate interoperability of Global Earth Obsetieas systems. This strategy is based
upon a set of key operational guidelines derivedmfr “best practices” for
implementation by the community. The QA4EO (Qualtgsurance Framework for
Earth Observation) has been completed and endbys€EOS and is recommended for
implementation and use throughout the GEOS commui@ne of the reference
documents is known a®\“guide to expression of uncertainty of measureshemnhich
describes briefly the ISO-GUM method (FOX, 2010).

It is evident that ISO-GUM method is widely usedthe calibration of the Earth
observation sensors. However, there are some tionta related to the 1ISO-GUM
uncertainty framework, like (JCGM, 2008b): (i) larezation of the model provides an
inadequate representation; (ii) assumption of Gansdistribution of the measurand,;

(iii) calculation of the effective degrees of freedl Therefore, in some situations where
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the model is nonlinear or complex or the model doasallow an analytical solution
and/or the probability distribution of the measwras not Gaussian, it is necessary to

use alternative methods.
2.3.2. Monte Carlo Simulation Method

Currently, the Monte Carlo method is recognized aas alternative by the Joint
Committee for Guides in Metrology (JCGM) of the Bau International des Poids et
Mesures (BIPM) and it was included in the GUM, sin2008 as a supplement
(JCGM, 2008b). The Monte Carlo method is a computat algorithm that depends on
random and repeated sampling to obtain approximestalts. This method is based on
random numbers generation for each primary quaraitgording to their probability
distribution function (PDF) and propagated through mathematical model of
measurement (BEVINGTON and ROBINSON, 2003; JCGM8)
PINTO et al., 2016b). This method uses the conaaptprobability distributions
propagation of input quantities (prior informationjhis propagation consists of
assuming a distribution for each input quantity ifenm distribution, normal or
triangular, for example). Then, these distributians propagated M times (where M is
iterations number) by a mathematical model of mesamant, and a new distribution is
generated as a result. Monte Carlo simulation asngfementation of the propagation
of distributions is shown diagrammaticallykigure 2.5
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Figure 2.5.The propagation and summarizing stages of unceéytavaluation using
Monte Carlo method to implement the propagatiodisiributions.
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Source: Adapted from JCGM (2008b).

The Monte Carlo method propagates the PDFs insieadly the uncertainties of the
input quantities as performed with the traditiof&O-GUM uncertainty framework.
The Monte Carlo approach is known as the propagatialistributions method and the
ISO-GUM technique as the propagation of uncertamgthod Equation 2.28. The

usual conditions for the application of the progammlaw of uncertainty do not apply
in the Monte Carlo simulation. In this context, tente Carlo is more univers#ian

the ISO-GUM approach and, according to Cassettal.e{2015), it gives richer

information than the traditional approach.

The Monte Carlo is a method widely used in metrg)daut its application in absolute
radiometric calibration work is relatively new. Riret al. (2013b), for example, applied
the method to assess uncertainties in the simalatidhe Tuz Golu reflectance factor

(reference surface located in Turkey) for eachh&f TM/Landsat-5 spectral bands.
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Recently,Chen et al. (2015) used the Monte Carlo statisticathod to estimate the
overall absolute radiometric calibration uncertaiahd to understand the relationship

between the uncertainties brought on by varioumfa@nd the overall uncertainty.
2.4. Fitting

In several situations it is necessary to represhat experimental data by some
functional expression. The basic problem is to file best-fit function for an
experimental data. The Method of Least Squaresoisgbly the most popular technique
to determine the best-fit to data. In this methoel inknown parameteese estimated
by minimizing the square of the difference betwtenexperimental data and the fitting

function, considering the uncertainty:

2
= f (% i
Q=> YT 2 minimum (2.31)
..
yi

where:Q is the error; X, yi,q) is experimental data set (s the independent variable;
yi is the dependent variable, usually obtained erpantally; andgy; i is the uncertainty
of y;); and thd(x) is the best-fit function.

In the Method of Least Squares the paramedgels c, ... of the functiorf(x) must be
such as to minimize the errd#, Candidates for minimum point are those for wracé

set to zero the partial derivativesoivith respect to each of the parameters:

oE

oE _ 0E
oa

0ooo ’%

abgc,...

=0. %
ooo 'ac

abgc,...

., =0 (2.32)
abgc,...

This results in a system of equations that mustdived in order to find the unknowns
parameters, b, c, ..., of the fit functiorf(x). The Method of Least Squares only works
with the uncertainty in the y-axigxf), and the independent varialxas considered free
of uncertainty. However, in practice the variabie may also have an associate
uncertainty, and when it is significant, it is pdés to accomplish a procedure that
makes the propagation of the x-axig) uncertainty for the y-axis (through the
uncertainty propagation rules similar to those gmown section 2.3.]1
(HELENE and VANIN, 1981).
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After the function has been set, it is necessargualuate the fitting quality. The
Goodness of Fit of a statistical model describesv heell it fits into a set of

observations. There are different criteria to estdua model fitting. The value of?,

(reduced chi-square), for example, can be usedhisr purpose. The value of>

red

indicates the disagreement between the observedssahd the values expected under a

statistical model, taking into account the uncettes.

If f(X) is the fit function to a set of data pointsx, Vi, &), the value of? (chi-square )

is defined as the following equation:

X2= Zn:(—y' _ f()ﬁ)] (2.33)

g

|
where:y; is the measurement of the quanttyusually obtained experimentally when

the quantityx is x;; &y i is the uncertainty of.

The xZ2, statistic is simply the chi-squared divided by thember of degrees of

freedom:

2

X=X (2.34)
v

where:v is the number of degrees of freedomnlis the sample size argis the

number of parameters, thev,=N— P

A detailed interpretation of they?,values can be obtained in Bevington and

Robinson (2003) and Drosg (2007). In general, at{jditting should have value of

X-4 Close to one. A “bad” fitting will present valugsificantly larger than one. A very
low value of x’ has several possible meanings. It could mean,Xamele, that the

uncertainties were over-estimated. With the expemnital data ofigure 2.6a,a straight
line can be fit, but it is clear that the line @ proper to describe such feature points. In
this case, the model used should be reviewed. Anotlypothesis would be the
underestimation of uncertainty. Figure 2.6bthe fitting parabola is more feasible than
the adjusted straight line iRigure 2.6a In Figure 2.6¢c, the agreement between the
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experimental points and the fitted line is very dpbowever, the fitting quality is bad.
If the uncertainties are correct, the situatioguie improbable: it is extremely unlikely
that the points align so well straight if the unaetties are so great. In this case, it is

much more likely that uncertainties have been @atimated.

The coefficient of determinationR{squared) indicates the proportionate amount of
variation in the response variable explained by the independent variables
(BEVINGTON and ROBINSON, 2003). Its value is in tih@enge from 0 to 1. An
R-squared value of 1 indicates that 100% of theariation is explained by the
variability of x. The closer th&-squared is to zero, the smaller the indication tha
variables are correlated. In general, the larger Rsquared more variability is
explained by the model. Note that, unlike chi-squaineR-squared does not take into
account the associated uncertainti@squared is the proportion of the total sum of

squares explained by the model:

RZ — S$eg :1_ S%rror
S$ota| S$ota|

where:SSq is the regression sum of squares, also calle@tpiined sum of squares;

(2.35)

SSotar IS the total sum of squares, proportional to tagance of the data; ar®Q. is

the sum of squares of error, also called the resisium of squares. ¥ is the observed

values of the dependent variabgéis the mean of the observed data, &nsl the fitted

value, then the coefficient of determination is:

RZ:%%———jzzl—i? — (2.36)
2vi-y iZzl‘,(yi—y
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Figure 2.6. In (a) the line fitted to the experimental poinssimplausible because it is
inconsistent with the points and their uncertamtie (b) the parabola fitted to
the experimental points is quite feasible, whichansethat the quality of fit is

good.

In (c) the good agreement between the littedfiand the experimental

points is improbable as it is incompatible with thrcertainties so great.

4y Y =a + asx

LY Y =a, + ax

- (a) Xy=95 v=10 + +

Y = a; + asT + azT>

Y
B (b) X2es = 0,68 v=29

(c) =003  v=10

Source: Vuolo (1996).
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3 MATERIAL AND METHODS

This present work aimed to develop a methodologyestimate the uncertainties
inherent in the absolute radiometric calibration Edrth observation sensor after
launching, in the region of the visible, near-inéch and short wave-infrared of the
electromagnetic spectrum. The analysis and calonlaf uncertainties were conducted
for two methods of absolute -calibration: reflecedtbased approach and

cross-calibration method.

The reflectance-based approach was performed @simgifferent reference surfaces:
(i) west part of the Bahia Stat8razil; (i) Atacama Desert, Chile; (iii) Algodones
Dunes, USA; and (iv) South Dakota State Univergi§DSU) site, USA. The

cross-calibration method was performed using twdfeint Earth's surfaces:

() Libya-4, Africa; and (ii) Atacama Desert, Chilelherefore, six independent
calibrations have been performed, providing indeeen results that were compared in
relation to the value of the radiometric calibraticoefficient and the associated
uncertainty. In addition, the calibration has beelidated using cross-calibration

techniques.

In order to assess the methodology, the OLI/Lar8sahd MUX/WFI/CBERS-4
sensors were utilized. The reflectance-based approalibration conducted in Brazil
and in Chile occurred, respectively, on July, 2@hd August, 2014, before the launch
of CBERS-4 on Decembef"72014. Thus, the calibration using these two exfee
surfaces (Brazil and Chile) has been performed \@tt/Landsat-8. The other two
remaining reflectance-based approach calibratiodlgodones Dunes and in SDSU
site, have been executed with MUX/CBERS-4 and WBERS-4. Furthermore, the
two methods of cross-calibration using Libya-4 aAthcama Desert have been
accomplishedalso with  MUX/CBERS-4 and WFI/CBERS-4 sensors, rgkias
reference the OLI/Landsat-8 sensor. Lastly, anuatan of radiometric consistency
(validation) was performed between MUX/WFI/CBER%#d the well calibrated over
time ETM+/Landsat-7. The general work flowcharsiown inFigure 3.1 In the next

session some characteristics of these mentionediseare described.
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Figure 3.1.General work flowchart.
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3.1. Earth Observation Sensors: OLIl/Landsat-8 and MUX/WH/CBERS-4

The Landsat program provides the longest contingpase-based record of the Earth's
surface. Landsat program data present a uniquedetohe land surface and its change
over time (ROY et al., 2014). As mentioned earlieg success of any remote sensing

program depends on the knowledge of the radiomenoperties of the sensor from
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which the data will be available. A great examgi¢hat is the Landsat program, whose
radiometric characteristics has been evaluated amgbated continuously
(THOME et al. 1997; MARKHAM et al, 2004; HELDER etal., 2008;
CHANDER et al., 2009; MARKHAM et al., 2012; CZAPLNYERS et al., 2015).

The Landsat Data Continuity Mission (LDCM) was labhad on February 11st, 2013
and it was renamed Landsat-8 after the transittomfthe National Aeronautics and
Space Administration (NASA) to the United Statesol@gical Survey (USGS)
(IRONS et al., 2012).Landsat-8 is the latest platform in the 40-yeardsat series of
satellites. The platform carries two sensors pajdothe Operational Land Imager
(OLIl), and the Thermal Infrared Sensor (TIRS). Hg@ust OLI/Landsat-8 will be

focused. The characteristics of this sensor ararsnmed inTable 3.1

Table 3.1.Technical characteristics of the sensor OLI ontbdamndsat-8.

Characteristic OLI
Technique Pushbroom
Altitude 705 km
Swath Width 185 km
Field of View (FOV) 15°

B1: 0.433- 0.453 (Coastal aerosol)
B2: 0.450-0.515 (Blue)

B3: 0.525-0.600 (Green)

B4: 0.630- 0.680 (Red)

Spectral Bandsufm) B5: 0.845-0.885 (Near Infrared - NIR)
B6: 1.560-1.660 (SWIR 1)
B7:2,100-2.300 (SWIR 2)

B8: 0.500- 0.680 (Panchromatic)

B9: 1.360-1.390 (Cirru$

Spatial Resolution 30m .
(15 m panchromatic band — B8)

Temporal Resolution 16 days

Radiometric Resolution 12 bits

Source: Iron®t al (2012)

The OLI/Landsat-8 sensor has rigorous radiomegifgpmance requirements and it is

required to produce data calibrated to an uncedyd@ss than 5% in terms of absolute,

at-aperture spectral radiance, and to an unceytdeds than 3% in terms of

top-of-atmosphere spectral reflectance for eachctsgieband (IRONS et al., 2012;
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ROY et al., 2014; CZAPLA-MYERS et al., 2015). Reitgnthe radiometric calibration
of the OLl/Landsat-8 was checked using a combinatb techniques including the
reflectance-based approach, the Radiometric Cabioralest Site (RadCaTS) and a
cross-calibration with ETM+/Landsat-7 (CZAPLA-MYERS$al., 2015).The results
achieved by the authors from reflectance-basedoappr for both the TOA spectral
radiance and the TOA reflectance are showrFigure 3.2 In the bottom row of
Figure 3.2 the data from the three field teams are averagiedone final data set. In
the case of both TOA spectral radiance and the Té€ffectance, OLI/Landsat-8 is
generally in agreement with the ground-based rmsutespecting the design
specifications (5% and 3%, respectively). The drdnd that is just out of specification
was band 7 (2.2um), which typically has a very low signal at botietdesert and

vegetated sites.

Figure 3.2. A summary of in situesults from the University of Arizona (UA), Souflrakota
State University (SDSU), and Goddard Space Fligant€ (GSFC) for TOA
spectral radiance (top left) and reflectance (tmty for OLl/Landsat-8. The
uncertainty bars are thes standard deviation of the measurements by eaoh tea
Note that band 9 (cirrus) is excluded from the Itesdue to an extremely low
Signal-to-Noise Ratio (SNR) in the ground measur@merhe bottom row shows
the results for TOA spectral radiance (bottom laftyl reflectance (bottom right)
when the ground-based results from all three temm@<onsolidated into one data
set and then compared to OLI/Landsat-8. The uriogytdars in the average
graphs are theclstandard deviation of the average from all theserts.
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The incorporation of Brazil into a long-term remstnsing program has begun with the
establishment of the China-Brazil Earth Resourcateliie (CBERS) program. The
overall purpose of the program is the observatiod the monitoring of the Earth’s
resources and environment (EPIPHANIO, 2009). Imageserated by CBERS have
been used in several applications, such as dedfbi@stmonitoring, water resources
control, urban growth, agricultural developmenfdaise mapping and monitoring and
soil occupation (YULIANG et al., 2009; FONSECA dt, 2014). CBERS images can
be downloaded for free on INPE CBERS’s website @NR2016). According to
Ambinakudige et al. (2009) CBERS images couldthi# data gaps in Landsat images
for land-cover studies.

On December 7th, 2014 the CBERS-4 was succesdlaligched from the Taiyuan
Satellite Launch Center. The CBERS-4 satellite &asin-synchronous orbit with an
altitude of 778 km. The local solar time at the a&gu crossing is approximately 10:30
a.m. CBERS-4 carries four cameras in the payload mo@ERPHANIO, 2011): (a)
Panchromatic and Multispectral Camera (PAN); (b)tddpectral Camera (MUX); (c)
Infrared System (IRS); (d) Wide-Field Imager (WFIy. the present work, the two
sensors of which Brazil is responsible, MUX and Wi#ll be the focus.

MUX/CBERS-4 is a multispectral camera with four cfjpal bands covering the
wavelength range from blue to near infrared (450t@®90 nm) with ground resolution
of 20 m and ground swath width of 120 km. The MURERS-4 is a National Institute
for Space Resear¢iNPE) instrument designed and developed at Optodlea S. A.,
Séo Carlos, Sao Paulo, Brazil. The main functiothefMUX/CBERS-4 is to maintain
continuity with the previous CBERS sensors (EPIPHBN2011). This sensor ensures

global coverage at a standard spatial resoluti@nye6 days.

Just as the MUX/CBERS-4, the WFI/CBERS-4 camera alss developed in Brazil.
The WFI/CBERS-4 has a significant improvement irarelcteristics compared to
previous WFI sensor. The WFI/CBERS-4 is also a ispdictral camera, running on
four spectral bands from blue to near infrared.gitsund resolution is 64 m at nadir,
without losing the revisit capacity of 5 days, doethe large Field of View (FOV) of
+28.63°. Table 3.2 shows a summary of the MUX/CBERS-4 and WFI/CBERS-4

characteristics.
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Table 3.2.Technical characteristics of the sensors MUX/WFIEEES-4.

Characteristic MUX WFI
Technique Pushbroom Pushbroom
Altitude 778 km 778 km
Swath Width 120 km 866 km
Field of View (FOV) + 40 +28.63°

B5: 0.450- 0.520 (Blue) B13: 0.450- 0.520 (Blue)
B6: 0.520-0.590 (Green)| B14: 0.520-0.590 (Green)
B7: 0.630-0.690 (Red) B15: 0.630-0.690 (Red)
B8: 0.770- 0.890 (NIR) B16: 0.770- 0.890 (NIR)

Spectral Bandg4n)

Spatial Resolution 20m 64 m (nadir)
Temporal Resolution 26 days 5 days
Radiometric Resolutiof 8 bits 10 bits

Source: Epiphanio (2011)

The main difference characteristic between theasris the Field of View (FOV). The
FOV is constant for remote sensing sensors. Asualtrahe effective pixel size on the
ground is larger at the extremities of the scan @tanadir (RICHARDS, 2013). Due to
this fact, ideallyduring calibration it is preferable that the sigedentered in the image
or at an angle that does not cause large distattibthe field of view iy and the pixel

dimension at nadir ip then its dimension in the scan direction at a scagieg is:
p, =nxhxsec ¢ = pxsec ¢ (3.1)

where:h is the flight altitude. Its dimension across tharsline ispxsetf @ . For small

values ofg the distortion in pixel size is negligible. Howeyéhe effects can be quite

evident for sensors images with large field of view
3.2. Reflectance-Based Approach

As mentioned previously, the reflectance-based agmbr relies on ground-based

measurements (surface reflectance and charactenzitthe atmosphere) of a selected

surface during the sensor overpass. The resultseoffround measurements are input

into a radiative transfer code, which predictseais®r radiance that is compared to the

digital number recorded by the sensor. In geneaxatalibration mission using the
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reflectance-based approach includes five stepdal@ratory work; (ii) fieldwork;
(i) application of the radiative transfer code;)(image analysis; and (v) determining
the calibration coefficients. IrFigure 3.3 is illustrated the calibration procedure

adopted. In the following sections each of thespssts described.

Figure 3.3.Reflectance-based approaftclswchart
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3.2.1. Test Sites Overview

As presented irFigure 3.1, the reflectance-based approach was carried ofun
different reference surfaces. The first surface lwaated in Brazil, where there are no
“ideal” calibration sites, as established by WGGNafking Group of Calibration and
Validation) of the CEOS (Committee on Earth Obsgova Satellites). However,
considering some limiting administrative and otheperational and financial
restrictions, it is necessary to maintain efforts itlentify national surfaces that
minimally reach the needs of the Brazilian Spacegfm. In Brazil, the sensors
absolute calibration works have been conductedhenviest part of the State of Bahia
(northeast region of Brazil).

According to Ponzoni et a(2006), Ponzoni et al. (2008) and Pinto et al.(20th2
region presents the following characteristicsldiyer cloud cover indices during winter
time; (ii) relative high reflectance; (iii) the agultural schedule that is followed every

year makes possible to find a specific referenctase with the same characteristics at
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a specific time of year; (iv) the reference surfapeesent enough isotropy during the
calibration time; (v) the region is one of the mastl regions of the Brazilian territory;
(vi) as the reference surfaces are located witlwims$, there are a lot of roads, thus the
access is very easy.

The selected surfaces are constituted by bar¢galtz sand) that presents partially the
requirements to be used in absolute calibratiorsions. The coordinates of the test site
are12°23'S latitude and 46°05'W longitude, locatedragltitude of 850 mkigure 3.4
shows the location of the study area in Brazil angicture to illustrate the reference

surface area.

Figure 3.4.In (a) Location of the study area in Brazil; angl gicture of the reference
surface.
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The second surface was located in Chilean territorfyich theoretically presents
favorable characteristics for absolute calibratiommissions.  According
Cosnefroy et al. (1996) deserts areas are gooddzrd for the assessment of optical
satellite sensors calibration. The selected reteresurface was an area in the Atacama

Desert, located in the Sdo Pedro do Atacama regidhe north of ChileKigure 3.5).

This was the first time that Atacama Desert wadaep for calibration purposes. The
region presents average elevation of 2400 m. Bireggc600 miles (1000 kilometers),
the Atacama is known as the driest place on EMHES(LIND, 2003). As observed by
Houston and Hartley (2003), the Atacama regionegmsslow precipitation levels. In
the station situated at Peine city the annual pr@tion was 23.1 mm between 1977
and 1991 (HOUSTON and HARTLEY, 2003). The geogreghicoordinates of the
reference surface are 23°08'S latitude and 68°08Myitude. The surface is ~28 km

south of San Pedro de Atacama city and easily atitedy roadPINTO et al., 2015).
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Figure 3.E. In (a) Location of the study area in Chile (Atacabesert); and (b)
picture of the reference surface.
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The third surface selected was located at the l@p&and Dunes Recreation Area
(commonly referred to as Algodones Dunes). Algodomaines is located in the
southwestern portion of the United States of Angrim the state of Californiat
latitude 32°54'N and longitude 115°07'Widure 3.6. The area provides positive
characteristics for calibration purposes, includimgh-reflectance, sufficiently large
size, low amount of atmospheric aerosols, good ¢eabpstability, sufficient spatial
stability and easy accessibility (PINTO et al., @4
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Figure 3.€. In (a) Location of the Algodones Dunes; and (b)yie of the reference
surface.
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Finally, the fourth selected surface for applicatmf reflectance-base approach was a
vegetative site known as the site of the South EalRiate University (SDSU). The
SDSU site is located in Brookings, South DakotaAU&igure 3.7). It is a surface
located at an altitude of 505 m and it is surrouhbg a larger grass area. The grass on
the actual calibration site is routinely maintainguting the spring, summer and fall
months so that changes in the bidirectional redleo¢ distribution function (BRDF) due
to the structure of the grass is minimized (CZAPMXERS et al., 2015).
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Figure 3.7 In (a) Location of the SDSU site; and (b) pictafehe reference surface.
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From 23 to 26 July 2014 a field campaign was cotetlat Marechal Rondon farm,
west of Bahia state, Luis Eduardo Magalhées citgziB From August 19 to 22, 2014,
a joint field campaign was conducted at Atacamaeesnd it involved three different
institutions: Universidad de Chile, Servicio Aerafgramétrico (SAF) from Chile, and
National Institute for Space Research (INPE) froraz8. INPE team collected the data
used in this work. From 9 to 13 March 2015 a jdietd campaign was conducted at
Algodones Dunes and involved five different teadiezona Remote Sensing Group
(RSG), South Dakota State University (SDSU), Rowrefnstitute of Technology

(RIT), University of Lethbridge and Goddard Spadight Center (GSFC). The SDSU

team collected the data used in this work. Ultinyatene fieldwork was performed at
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SDSU site on 3rd September, 20Table 3.3presents a summary containing the dates
of the four campaigns and the date that sateNiezgassed the surface.

Table 3.3. Summary of the dates of the four calibration cagmes using the
reflectance-based approach.

curface Campaign Satellite Date satellite
overpassed
West (cgri;rr)la State g0, ogh July 2014 Landsat-8 39uly 2014
Atac(%mhﬁel)Desert 19"to 22 August 2014 Landsat-8 2Bugust 2014
A'go‘ifj”se:)D“”es 9"to 13" March 2015|  CBERS-4 |  "March 2015
S?Sgs'te 3“September 2015 CBERS-4| "September 2015

3.2.2. Laboratory Measurements

In order to analyze the conditions of the instruteeand their respective contributions
to the final uncertainty in the measurements, erpents were performed in an optics
and radiometry laboratory calleldaboratério de Radiometria e Caracterizagdo de
Sensores EletroopticofaRaC) of the Institute for Advanced Study (IEAVijhe
LaRaC was set to provide a controlled environment perform radiometric
measurements. The laboratory does not have windsvsalls and ceiling are painted
with flat black paint to avoid reflections and al$@resents environmental control of
temperature and relative humidityhe laboratory equipment’s are powered by a
stabilized voltage source. During the measureméms temperature and humidity
information was collected by a digital thermohygedar from Delta Ohm. In general,
measurements were made with the temperature rafiging 18 to 21°C and relative
humidity between 50 and 70%.

The experiments were performed at LaRaC on thremsiens: (Lab 1) before the
fieldwork in Brazil; (Lab 2) after the fieldwork iBrazil, which fortunately also served
as laboratorial step before the fieldwork in Ch{lleab 3) after the fieldwork in Chile.

The instruments utilized during fieldworks in Braand in Chile belong to the National
Institute for Space ResearcfiNPE). The instruments used in the fieldwork in

Algodones Dunes and in SDSU site belong to Soutko@aState University and the
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calibration data of these instruments were providgdhe SDSU Image Processing
Laboratory. According to Helderet al. (2012) thestruments calibration were

performed by the University of Arizona Remote Segssroup laboratory (RSG Lab).

Here, only the lab-work carried out in LaRaC wik llescribed. As mentioned in

section 2.1.1it is necessary a spectroradiometer and a referpanel to calculate the

surface reflectance factor. Then, during the LaRgg@eriments the Spectralon reference
panel from Labsphere (LABSPHERE, 2009) and the tspedliometer FieldSpec Pro

ASD (ASD, 1999; ASD, 2002) used during the fieldiwevere assessed with similar

equipment belonging to LaRaC. The LaRaC instrumbate recently been calibrated

with manufacturers and, therefore, they were camsitlas standards.

Spectroradiometer Calibration

To perform the calibration of the spectroradiomételdSpec Pro ASD, an integrating
sphere was used as a standard instrument. Thaduaraft an integrating sphere is to
spatially integrate radiant flux (LABSPHERE, 201&)ccording to Chen (1997) the
principle of an integrating sphesource is that a source of light is placed inside a
sphere, which is coated internally with a standhffdising white coating; the irradiance
of any position of the surface due to light refeettfrom the rest of the sphere is the
same and is directly proportional to the radiagomtted by the lamp light source.

The integrating sphere source model belonging tRadG is the USS 2000 Labsphere
(LABSPHERE, 2005). The coating of the sphere iscBp#lect. This sphere has an
internal diameter of 50 cm and a 20 cm diameteputuport. It is equipped with four
tungsten halogen lamps; all the lamps are driveh wonstant current to have the same
color temperature of 3000 K, but they have difféerpawers: two 45 W lamps, one
100 W lamp and other 150 W lamp. The 100 W lamgdsipped with a variable
aperture shutter in order to modulate the outpdiarece. Each of the lamps can be turn
on and off independently from the others. The owsvvof the experimental setup is
shown inFigure 3.8.
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Figure 3.t. Overview of the experimental setup to characteldrel assess the
spectroradiometer. In (a) the FieldSpec Pro ASDI usdieldwork; and
(b) the FieldSpec Pro ASbelonging to the LaRaC laboratory, which
remains all the time in the laboratory, therefoig,an instrument
considered as a reference.

The radiance levels of the integrating spheoerce are determined according to the

combination of the lamps inside the sphere. Have, donfigurations were carried out

as presented imable 3.4.The first step in the experimental procedure wase on

the spectroradiometer ASD FieldSpec Pro and alptarflevel 1) of the integrating

sphere. The FieldSpec and the integrating spbauece lamps need a warm up period

before measurements acquisition. This period igestgd to be roughly 30 minutes to
allow the detectors and temperatures inside toilgab(LABSPHERE, 2005;

ASD, 2002). Then, a half hour time was set befcegitning the measurements, as

recommended by the manufacturers.

Table 3.4.Lamps settings in the integrating sphere source.

Level Lamps Total Power (W)
1 150, 100, 45 and 45 W/ 340
2 150, 45 and 45 W 240
3 45 and 45 W 90
4 45 W 45
5 All lamps turned off 0

Successive measurements of the radiance emanaimgtie aperture of the integrating

spherewere collected every minute during 10 minutes (totd 0 measurements). After

the completion of these measurements, the 100 V@ laas turned off, setting up the

second lamps combination (150 W, 45 W and 45 Wvwell@), and then the same

procedure was repeated. In sequence, the 150 W \easpturned off, setting up the

third configuration with both 45 W lamps (level 3)hen, one of the 45 W lamp was
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turned off, creating the fourth combination (el Finally, the last 45 W lamp was
turned off, and the same procedure was again peeirwith all lamps turned off
(level 5). With this procedure all five combinateorof lamps Table 3.4 and,

consequently, the five intensities of radiance vamteieved.
Reference Panel Calibration

According to Thome (2001) a critical part of thefleetance retrieval is the
characterization of the reference panel in laboyatds mentioned irsection 2.1.1the
reflectance factor (RF) is obtained indirectly Ibg tratio of spectral radiance reflected
from a sample (target) to the spectral radiance wauld be reflected by a reference
panel surface, under the same geometry conditibnerefore, the calibration of the
reference panel used during fieldwork was done tippas a reference a standard
panel belonging to the LaRaC laboratory. The paakbration purpose is to determine

the panel correction factds;, from Equation 2.7, which is the panel reflectance factor:

L

fieldwork _ panel,A k
fieldwork _ panel,A — L

standard _ panel, A (3 . 2)

RF

standard _ panel,A
where: RReiawork panen 1S the reflectance factor of the fieldwork paneleigwork pane 1S
the radiance of the fieldwork panékiandart panen IS the radiance of the standard panel
from laboratory under the same specified conditiofsillumination and viewing;
Kstandart_panen 1S the standard panel correction factor, providgdhe manufacturer (see

Figure 3.9. Note that for simplify the equation the angud@pendence of the RF was

omitted.

Here the standard panel used was a Spectralon,p8Ra-99-120 model from
Labsphere, which presents reflectance close to 10U%& spectral reflectance
calibration ranged from 250 to 2500 nm (reporte8Gnm intervals) was provided by
the manufacturer (LABSPHERE, 2012). The spectrilbctance of the Spectralon
standard panel is presentedFigure 3.9 The uncertainty of the reflectance values is
dependent on the wavelength, ranging between @A0D.067%.
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Figure 3.9.Spectral reflectance of the standard panel froma@R
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Source: LABSPHERE (2012).

A fixed measurement geometry was setup to deterrieepanel reflectance factor
(seeFigure 3.10) The illumination source was a 50 W tungsten heolgmp set at an

illumination angle of 45° The 45° illumination deagwas compatible with the sun
zenith angles practiced during the field measuresadrhe illuminator was fixed on a
tripod and positioned a distance of approximaté&ya from the reference panel. The
receiver was an ASD FieldSpec spectroradiometeaitsetviewing angle of 0° from the

normal of the panels (nadir view), positioned distance of approximately 10 cm. The
overview of the experimental setup is showikigure 3.1Q

Figure 3.10 Overview of the experimental setup to characteapel assess the
reference panel used in fieldwork. In (a) measurgmewith the

FieldSpec Pro ASD used in fieldwork; and (b) meamsents with the

FieldSpec Pro AShelonging to the LaRaC laboratory.
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The reference panel was calibrated using the ptoeetkescribed by Pinto et al. (2012).
Briefly, the first step in the experimental proceslwas to turn on the tungsten halogen
lamp and the ASD FieldSpec Pro. As mentioned, peetsoradiometer FieldSpec and
the lamp need at least 30 minutes of warm-up tbmen; this time frame was awaited
before starting the measurements. In the next sdé@psuccessive measurements of the
standard panel reflectance factor were obtainddrénece panel from LaRaC). Shortly
thereafter, it was performed the same measurenétiisthe reference panel used in
fieldwork. Finally, it was again obtained measurateeof the standard panel. This
procedure allows verifying whether the standardepaeflectance values changed

during the performance of measurements.

During the laboratory measurements all quantitiesrew obtained from direct
measurements. The direct measures are those treabban obtained directly through a
measuring instrument. As described section 2.3 in a series ofindependent
observations of a certain quantityhose distribution is symmetrical, the most likely
value of quantity is the average, and its uncetyas the average standard deviation.
Thus, in the radiometric laboratory measuremengsutincertainties were the statistical

(Type A), related to the repeatability of the measents.
3.2.3. Field Measurements

As mentioned before, the reflectance-based appneaapghres accurate field radiometric
measurements concurrent with the overpass of teoseThe ground based radiometric
measurements involve two distinct types of measargsn those related to the surface
reflectance and those related to the atmospheractkazation the. Below is described

how these two measurements were performed.
Reflectance Factor

The surface reflectance factor was measured usitgel@Spec Pro hyperspectral
spectroradiometer from ASD (Analytical Spectral 2eg), running at the spectral
range from 350 nm through 2500 nm (ASD, 1999; A30%). A Spectralon panel from
Labsphere was used as the approximate ideal diffissendard surface
(LABSPHERE, 2012). The FieldSpec ASD was operatety dy hand with the
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collection unit held vertically toward the grourabout 1.3 m high), with the operator
avoiding the projection of his shadow on the aressnred. The FieldSpec ASD was
configured to average 20 spectra per sample amdsittransported across the area using
a backpack devicd-{gure 3.11).

Figure 3.11 In (a) reference surface (target) measurementsedtmh; and (b)
Spectralon panel measuremeriibe two pictures were taken during
the fieldwork in Atacama Desert, Chile. The coliectin the other
three fieldworks (Brazil, Algodones Dunes and SDSite) were
similar.

Within each reference surface (the size of each &rdisted in thelable 3.5 were
systematically defined points from which it wasleoled the radiometric data. The
reference panel was kept on a tripod near the sappint in a horizontal position
(Figure 3.11bh. At the beginning of each data acquisition theld$pec ASD was
optimized and five sample spectra of the referepee@el were acquired. Next,
approximately 15-25 sample spectra of the targetdse) were obtained by walking in
line until the next point. Then, the reference pavees again measured by the FieldSpec
ASD and five sample spectra were obtained. Thisqutore was performed in every set
point over a period of 40-60 minutes. The corresiionreference surface measurement
time, calibration dates and test site layout atedi for each campaign frable 3.5
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Table 3.5. Reflectance factor measurements local time, fieltwdates and test site
layout. In gray are highlighted the dates which shéellite overpassed the
region (calibration dates).

Surface Campaign Date Test site layout A@S!ﬁift):)%?iz

23July 2014 9:40 a.m. — 10:40 a.m.

West of Bahia 24July 2014 300 x 300 m 9:40 a.m. — 10:40 a.m.
State (Brazil) 25July 2014 9:40 a.m. — 10:40 a.m.
26July 2014 9:40 a.m. — 10:40 a.m.

19August 2014 10:00 a.m. — 11:00 a.m.

Atacama Desert 20August 2014 300 x 300 m 9:40 a.m. — 10:40 a.m.
(Chile) 21August 2014 9:40 a.m. — 10:40 a.m.

22August 2014 9:40 a.m. — 10:40 a.m.

Algodones Dunes 9 March 2015 11:00 a.m. — 12:00 p.m.

) (USA) 10 March 2015 160 x300m 9:40 a.m. — 10:40 a.m.
S?SgA?'te 3September 2015 200x180n 12:00 p.m. — 1:00 p.m.

The reference surface size is chosen accordingespatial resolution of the sensor,
l.e., the size of the chosen site must be compatiith the pixel size of the sensor.
Thome (2001), for example, used a rectangulareatsr surface of the 480 by 120 m to
calibrate the ETM+/Landsat-7, TM/Landsat-4 and ThMldsat-5 sensors.

Czapla-Myers et al. (2015) considered a 100 by 25@ference surface to calibrate
OLl/Landsat-8. Here, the largest site selected 8% by 300 m and the smaller site
layout was 200 by 180 m, which is appropriate tibcate sensors on-board CBERS-4
and Landsat-8 (or sensors with higher spatial vt®ol). Increasing the size of the
reference surface would provide more statisticed@ang, but it also requires a longer
collection time. This creates complications duengjes in solar zenith angle and
increases the probability of changes in atmosploamclitions.

Atmospheric Characterization

The atmospheric characterization data were colleatethe same time as the surface
reflectance factor measurements. The atmospheacacterization in Brazil and in
Chile campaigns was performed using a multi-speptrtable manual sun photometer
CE317/CIMEL (LAMPARELLI et al., 2003; PINTO et al2015) (sed-igure 3.123.
The CE317/CIMEL operates in five spectral bandgraxmately 20 nm wide, with
interference bands selected between 300-1100 nmat bdrom 1010 to1030 nm, band
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2 from 860 to 880 nm, band 3 from 660 to 680 nrmdb4 from 430 to 450 nm and
band 5 from 926 to 946 nm.

In USA campaigns (Algodones Dunes and SDSU siwgatmospheric characterization
was performed using an Automated Solar Radiome&®R] developed and
manufactured by the University of Arizona running iten spectral bands
(EHSANI et al., 1998) (sekigure 3.12h. The ASR operates in ten spectral bands that
presents narrow bandpasses of approximately 10 ach @nd are spaced fairly
uniformly in the visible and near-IR regions; spatband center were selected to avoid
strong gaseous spectral absorption lines exceporer placed in a water absorption
band (EHSANI et al., 1998). The center wavelengtiestypically 380, 400, 440, 520,
610, 670, 780, 870, 940, and 1030 nm.

Figure 3.12 In (a) the sun photometer CE317/CIMEL; and (b) Auéted Solar
Radiometer (ASR).

The CIMEL/CE317 and ASR measurements were perforacedrding to the schedule
presented imable 3.6 The CE317/CIMEL and ASR generate a digital outpgha,
V,, which is linearly proportional to the solar irfadce. This can be modeled according
to the Beer Law (se&quation 2.8. Assuming that total optical depth, remains
constant over the range of airmasses,for which measurements are performed, a
Langley plot (linearization of Beer's lavEquation 2.12) will yield a set of data points
distributed along a straight line with slope ech& total optical depth;, and intercept
equal the natural logarithm ofthe CE317/CIMEL aA&R calibration constant,
Vo, (SCHMID and WEHRLI, 1995; ROLLIN, 2000; PINTO et,&015).
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Table 3.6. Atmospheric measurements schedule, Julian daythenday angle. In gray

are highlighted the dates which the satellite oasspd the region
(calibration dates).

West of Bahia State (Brazil)

Date Instrument Acqg|5|t|on J da
time
23July 2014 6h30 - 18h00 | 204 3.49
24July 2014 8h20 -11h10 20 3.51
25July 2014 CIMEL/CE317 8h20 - 11h00 | 206 | 3.53
26July 2014 8h25 - 10h20 20 3.55
Atacama Desert (Chile)
19August 2014 7h15-18h00 | 231 3.96
20August 2014 9h30-11h3Q 23 3.98
21August 2014 CIMEL/CE317 9h15-12h15| 233 | 3.99
22August 2014 9h30-11h3Q 23 4.01
Algodones Dunes (USA)
9 March 2015 ASR 9h00- 12h30 | 68 1.15
10 March 2015 9h00- 12h30 69 1.17
SDSU Site (USA)
3 September 2015 ASR 9h00- 15h30 | 246 | 4.22

The Langley method requires determining the SunkEdistanced, and the value of
the relative optical airmassm. To estimate the Sun-Earth distance was used
Equation 2.1Q where the day anglel,, was determined according Equation 2.11

The day angled,, and Julian day], are presented ifiable 3.6 For the calculation ah

it was usedEquation 2.9, which depends on the surface pressireand the solar
zenith angle,. The surface pressure in Brazil, Chile and USAssiwas obtained from
the weather station closest to the reference irfisom the website of the Instituto
Nacional de Meteorologia (INMET), Red de Agrometddgica del INIA (Agromet),

and National Weather Service (DNs), respectivelNMET, 2016; AGROMET, 2016;
NWS, 2016).

The atmospheric pressure may vary greatly duriegdtly. Thus, it was used an average
pressure in the range the measurements were pedpsaelable 3.6 The uncertainty
(standard deviation) of the pressure considerdtarperiod was less than 0.2%, which
is well below the uncertainty in the values of ogtiairmassin, which is of the order of

1 to 2% (Pinto, 2011), for an optical airmass frbrto 7. InFigure 3.13it can be seen

54



the values of the zenith angle for each measuretmartwith the CE317/CIMEL and
ASR. The graph of the airmass as a function ofsthlar zenith angle is presented in
Figure 3.14

Figure 3.1%. Solar zenith angle as a function of measuring twith the sun
photometer. In (a) on 2&ly 2014 in Brazil; (b) on 2August 2014 in
Atacama Desert; (c) on 9 March 2015 in Algodonesié3 (d) on 3
September 2015 in SDSU site.
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Figure 3.14.Optical airmass as a function of the sun's zenitflealn (a) on 25July
2014 in Brazil; (b) on 2JAugust 2014 in Atacama Desert; (c) on 9
March 2015 in Algodones Dunes; (d) on 3 Septemi@d52n SDSU

site.
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It is possible to verify inFigure 3.13 and Figure 3.14 that it was performed more

measurements in Algodones Dunes and SDSU site, aromgpto measurements taken
in Brazil and in Chile. It can be explained sinlse ASR is an automatic sun radiometer
and, therefore, measurements were taken every eniut the other hand, the sun
photometer CE317/CIMEL is a manual solar radiometed measurements were made

at intervals of approximately five minutes.

The airmass uncertainties were determined as thescin Pinto (2011), according to
Equation 3.3 The authors consider two sources of uncertain(@san uncertainty of
0.5% of the optical airmass, corresponding to tlecutating of m using the
Equation 2.9 and (b) the uncertainty related to the adjustma@nthe time in the
CE317/CIMEL e ASR instrumentgigure 3.15shows the graph of the optical airmass

uncertainties.
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Figure 3.1%. Optical airmass uncertainties. In (a) onJ2b/ 2014 in Brazil; (b) on 21
August 2014 in Atacama Desert; (c) on 9 March 201%Igodones
Dunes; (d) on 3 September 2015 in SDSU site.
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The aerosol optical depth was determined u&nggation 2.13 However, to use this
equation it is necessary estimating the opticakldejpe to Rayleigh scattering, using
Equation 2.14 The Rayleigh scattering uncertainty was estimatdgEquation 3.4
(PINTO, 2011). This equation is determined by thmpligation of the 1ISO-GUM
method (propagation of uncertainty), discusseseition 2.3.1

2 2
T = [MJ x(o, )2+[M] x (g, ) (3.4)

0/ oP

where: gy and op are, respectively, the uncertainties of wavelergtiand the surface

atmospheric pressure,
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The aerosol optical depth uncertainty was estimatedrding to the following equation
(PINTO, 2011):

d - \/(O-TRaerigh,/l )2 + (O-T/l )2 (3.5)

TAerossoIs/l

where: UrRaweigM and I , are the uncertainties of Rayleigh scattering aedatal
optical depth, respectively.

Aerosols were assumed to follow a power law distiin (Angstrom’s turbidity
formula - Equation 2.19, also referred to as a Junge distribution. Thegshdm
exponent (power law exponent) is related to theaeesize distribution of the aerosols.
Then, after the calculation of the aerosol optidapth it was performed the fitting
according to the Angstréom’s formula, estimating fa@ameters called the power law
exponenta , and the unremarkable constafit,The next step was calculating: (a) the
horizontal visibility, VIS, usingequation 2.16 and (b) the aerosol optical depth at 550
NM, Taerossolsscnms @PPlYINgEquation 2.15. The horizontal visibility uncertainty and the
aerosol optical depth at 550 nm uncertainty weterdened according tequation 3.6
andEquation 3.7, respectively (PINTO, 2011).
—15%x0,

B

Ous = (3.6)

where:gpis the uncertainty of.

Taerossol,550nm

or ’ or ;
= ( Aergs;)l,SSOnm] x (0_/3 )2 + [ Aergsz:l,SSOnmj x (0_0 )2 (3'7)

where: g, is the uncertainty ofr.

Lastly, the absorption by water vapor is restridi@aharrow spectral bands. Therefore,
the spectral range centered approximately at 940mas used to estimate the water
vapor atmospheric content. Columnar water vapor veetermined using a

modified-Langley approachEQuation 2.19. The theoretical total optical depth at
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940 nm, 940nm Was obtained by interpolation from adjacent wewmgths (adjacent
spectral bands) that do not have influence of wadpor, as illustrated iRigure 3.16

Figure 3.1¢. Total Optical depth at 940 nm. In (a) on 25ty 2014 in Brazil; (b) on
21th August 2014 in Atacama Desert; (c) on 9th March 220k
Algodones Dunes; (d) on 3rd September 2015 in SDx8H. The
uncertainties are very small comparable with tlaphrscale.
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A modified-Langley plot will yield a set of data ipts distributed along a straight line

whose intercept is |V 940nm) @and whose slope iaXWb(Equation 2.19. Thus, after
the application of the modified-Langley method @&smpossible to estimate the water

vapor column abundanc@/, according to equation:
1
W :(é)b (3.8)

where: A is the slope value of the straight line; amcand b are a constants know

beforehand related to the instrument (CE317/CIMEd ASR).
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The water vapor column abundanggcertainty was determined applying the following
equation derived from ISO-GUM method (propagatidnuncertainty), discussed in
section 2.3.1(PINTO, 2011):
o. —lxle%_lxa (3.9
w a b A

where:dy is the uncertainty oA.

3.2.4. Radiative Transfer Code

The in-situ radiometric measurements of the refegesurface and the atmosphere
parameters described in the previous section weliged to constrain the radiative
transfer code that estimates the top-of-atmospfEB) radiance or reflectance (see
Equation 3.10. The atmospheric radiative transfer code adoptad the MODerate
resolution atmospheric TRANsmission (MODTRAN 5.2RERK et al., 2011)

An estimate of the TOA radiance is incomplete unl@scompanied by its uncertainty.
According to Berk et. al (1998), the accuracy of MIORAN is typically 2-5% (this
value is related to the model accuracy). Howeves, accuracy is only one uncertainty
source. As described in tkection 3.2.3he atmospheric parameters and the reflectance
factor surface were estimated with the associatezkertainties, therefore, it is also
necessary to verify the impact of the input paramsetincertainties on MODTRAN. To
achieve this goal was considered, in addition ® MODTRAN uncertainty itself
(accuracy of MODTRAN), five others sources of umaierty: (i) the reflectance factor
of the surface - RF; (ii) the aerosol optical depthOD; (iii) the water vapor column
abundance; (iv) the ozone; and (v) the horizontbility — VIS. All input atmospheric
parameters were estimated (see previous sectidth) ftve exception of ozone, which it

was used the default ozone column of MODTRAN.

I—TOA_ MODTRAN — =TOA_ vootrant RF, AOD,Water, O,,VIS) (3.10)

To determine the impact of the reflectance factarentainties on MODTRAN, all other
input parameters were firstly held fixed. Then, W®&DTRAN was run for two cases:
() maximum reflectance factor (average reflectamackled the uncertainty +o};

(i) minimum reflectance factor (average reflectarsubtracted the uncertainty o)1
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The next step was to determine the difference batvieese two results and divide it by
two. The division by two is required because theeutainty is always “plus or

minus ()" the mean value. The value obtained frtms division would be the

"sensitivity" of MODTRAN to the maximum and minimuralues of the reflectance
and, then, it was considered the impact of theec&dihce factor uncertainties on
MODTRAN.

To determine the uncertainties of the other pararaein MODTRAN (aerosol optical
depth, water vapor column abundance, ozone andzdmal visibility) the same

procedure was applied. The parameter of interestya varied (maximum and
minimum) while the other inputs were kept fixed.tef all uncertainties have been
calculated the final uncertainty of the TOA radiarfor TOA reflectance) predicted by
MODTRAN was estimated usingquation 3.11 In order to not overestimate the
uncertainty was considered 2% in the accuracy oDNIRAN (BERK et. al, 1998):

UMODTRAN = \/(JRF )2 + (O-AOD)2 + (O-Water)2 + (0-03)2 + (O-VIS)2 + (O-Accuracy)2 (311)
3.2.5. Image Analysis and Calibration Coefficients

The next step necessary to determine the sensonrattic calibration coefficients is to
compare the average digital number (DN) output He predicted radiances by
MODTRAN. The average DN output is determined byragag all pixels coinciding
with the ground measurements. For example, thedfizlee surface site at Algodones
Dunes was 160 meters by 300 meters, which guarantegion of interest (ROI) of
8x15 pixels for the MUX’s 20 meter pixel and an R&®I3x5 pixels for the WFI's 64

meter. InTable 3.7is presented the ROI size related to each refersmdace.

Table 3.7.The region of interest (ROI) related to each téet s

Surface Sensor | Spatial Resolutior] Tlifltoiitte ROI
Vgl;stéo(l;sl?:zlei)a OL 30m 300 x 300m (mulltios)i)leoctez(letl):mds)
Atac(%mhﬁel)Desert o (15 m PAN band 300 x 300m a 52Cr)T>](2POApl\ilx§;snd)
oot Des| W 20| tooxanmm] O el
S[()SSA?”G Wl 642?ngt]dir) 200 % 180 m|—— 3 Eli);gli
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The image processing steps in each spectral batiteafensor was as follows: (1) the
test site characterized in the fieldwork was lodatethe image (seEigure 3.17); and

(2) set up the grid (the ROI) of contiguous imagedews or cells and extract the mean
and standard deviation. Thus, the average DN Vailr respective standard deviation

was calculated.

Figure 3.17.In (a) OLI/Landsat-8 image from west of Bahia Statie, Brazil;
(b) OLl/Landsat-8 image from Atacama Desert sitehil&
(c) MUX/CBERS-4 image from Algodones Dunes site, AJS
(d) WFI/CBERS-4 image from SDSU site. The red bodicates the
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The initial plan was to calibrate the MUX/CBERS-#da WFI/CBERS-4 using
Algodones Dunes and SDSU sites. However, duringfitidwork on SDSU site the
WFI/CBERS-4 sensor was the only to acquire imadeth® surface.This happened
because WFI/CBERS-4 sensor has a wide field of vk 28.63° (sed@able 3.2 and
the site was not centered in the image, but aintlage edge. In addition, the area of the
SDSU site is small for the spatial resolution & WFI/CBERS-4 sensor (64 meters). In
fact, the area in Algodones Dunes could also besidered small to calibrate the
WFI/CBERS-4 sensor, however, it is surrounded lgyshme type of surface (the same

surface coverage). On the other hand, the SDSUsssterrounded by urban area.

As described irsection 3.1 during calibration it is preferable that the $itecentered in
the image or at an angle that does not cause thsgtions. Then, to avoid the effect
of sensor field of view and misregistration errorschoosing the proper image pixel
corresponding to the reference surface, the SD&Jvgas not used to calibrate the
WFI/CBERS-4 sensor. Nevertheless, all the resultshiz site (reflectance factor,
atmosphere conditions and TOA radiance) are predesince it is a surface that can be

used in future calibrations and it is importankimw its characteristics.

The last step of the reflectance-based approach dedsrmining the calibration
coefficient for each sensor spectral band by comgahe average DN output from the
sensor to the predicted at sensor radiance cadcullay MODTRAN. Note that the
MODTRAN output is the Top-of-Atmosphere (TOA) radée for each nanometer
(hyperspectral TOA radiance). Therefore, beforefgoering this comparison, it is
necessary to weight the output data of MODTRAN lith Spectral Response Function
(SRF) of the sensor to find the band averagedretesaadiance values at each spectral
band, similar t&Equation 2.24

The uncertainty of the reflectance-based methodiaagionally been estimated using
the classical method (sesection 2.3.), therefore, this present work utilized this
approach in almost all the stages of the performeghsurement. However, the
uncertainty propagate @quation 2.24 usingthe classical method is complex because
it is difficult to determine the complete set ofta derivatives required by this method
and also to estimate the existing covariances. ,Tteesolve this issue, Monte Carlo

simulation approach was applied (seetion 2.3.2
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3.3. Cross-Calibration Method

In the cross-calibration method, the response ef ghnsor under investigation is
compared against a reference sensor that is wathcterized over time. In general, a
calibration mission using the cross-calibration metincludes four steps: (i) obtaining
images pair; (i) processing images pair; (iii) etatination and application of the
Spectral Bands Adjustment Factor (SBAF); and (mnparison of the sensors data, to
obtain the radiometric calibration coefficientsprag with its associated uncertainty. In
Figure 3.18 is illustrated the calibration procedure adopté&de following sections
describe how each of these steps was performedevawfirstly the two test sites used

to perform the cross-calibration are described.

Figure 3.18.General work flowchart for cross-calibration.
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3.3.1. Test Sites Overview

The crosscalibration between MUX/WFI/CBERS-4 and OLl/Land8atensors was
performedbased on simultaneous imaging of two differentssifa)Libya-4, Lybia; and
(b) Atacama Desert, Chile. The Atacama Desert redgms been described in

section 3.2.1The location of the Atacama Desert can be seéigure 3.5

Pseudo invariant calibration sites (PICS) have besed for on-orbit radiometric
trending of optical satellite systems for more tHdn years (HELDER et al., 2010;
HELDER et al., 2013). According to Mishra et al0{2b), the advantages of using
these sites are their stable spectral charactsistver time, high reflectance, and
minimal atmospheric effect on upward radiance. Sd\stes have been developed and
include locations in Libya, Algeria, Niger and Maania. The site known as Libya-4
has proven to be the most stable of these sited HR et al., 2013)Figure 3.19
shows the location of Libya-4.

Figure 3.19 Location of the Libya-4 site.
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3.3.2. Image Pair

Table 3.8provides information about the metadata for thenes utilized in this present
study. The images of the OLI/Landsat-8 and MUX/\WIBERS-4sensors from Libya-4
were acquired with four-days apart, but the sitevkm as Libya-4 has proven to be the
most stable of PICS sites over time (HELDER et &013). Figure 3.20 and
Figure3.21shows the image pairs from Libya-4 and AtacamaeBgerespectively

Table 3.8. Metadata of scenes used for MUX/WFI/CBERS-4 and /Cdridsat-8

cross-calibration.

. Acquisition Solgr S_olar Look
Sensor/Satellite Date : Path/Row | zenith | azimuth
Time Angle
angle angle
Libya-4
OLl/Landsat-8 07/11/2015 08:54 181/040 22.6° 102.0°Nadir
MUX/CBERS-4 | 07/07/2015 09:20 095/068 17.2° 106.6° adi¥
WFI/CBERS-4 | 07/07/2015 09:20 094/06P 16.4° 106.3° adiN
Atacama Desert
OLl/Landsat-8 11/28/2015 14:31 233/76 25.8° 91.26°Nadir
MUX/CBERS-4 | 11/28/2015 14:52 177/126 19.8° 88.43° adN
WFI/CBERS-4 | 11/28/2015 14:51 177/128 18.p° 97.8° diNa

Figure 3.20 Libya-4 image from (a) OLl/Landsat-8 (b) MUX/CBERSS-and
(c) WFI/CBERS-4. The red box indicates the locatminthe study
area.
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Figure 3.21 Atacama Desert image from (a) OLI/Landsat-8 (b) MORERS-4 and
(c) WFI/CBERS-4. The red box indicates the locatbthe study area.
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3.3.3. Image Processing

The second step of the cross-calibration was cbngethe digital numbers (NDs) of

the sensor considered as reference into radiankeesvgor reflectance). Standard
Landsat-8 L1T products are distributed by USGS ER®36 bits unsigned integer

format and can be rescaled to TOA spectral refteetaand TOA spectral radiance
using the radiometric rescaling coefficients preddy the metadata file (MTL file), as
briefly described below. According to Mishra et@014a) OLI/Landsat-8 data can be
converted to TOA spectral radiance using the radiarscaling factors provided in the
metadata file:

L, =G, x DN, + offset (3.12)

where: L, is the TOA spectral radiance [WARmsrum)]; G, is the band-specific
multiplicative rescaling factor from the metadabéfset is the band-specific additive
rescaling factor from the metadat®N.y is the quantized and calibrated standard
product pixel values (DN).
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The OLl/Landsat-8 DNs data can also be convertedda planetary reflectance using
reflectance rescaling coefficients provided by tnetadata file, according to the

equation:

P, =G, x DN, + offset, (3.13)

where:p, is the TOA planetary reflectance, without correatfor solar angle, is the
band-specific multiplicative rescaling factor frothe metadatapffsef is the band-
specific additive rescaling factor from the metagatndDN.4 is the quantized and
calibrated standard product pixel values (DN).

Note thatp;, does not contain a correction for the sun ang@A Feflectance with a

correction for the sun angle (solar zenith angléhen:

_ b P
COSGSZ) Sin(HSE)

where:p, is the TOA planetary reflectancése is the local sun elevation angle. The

P, (3.14)

scene center sun elevation angle in degrees isidagvin the metadata; and
Osz= 90°-0Osg

3.3.4. Spectral Band Adjustment Factor

There are significant differences in Spectral Raspd~unction (SRF) profiles between
corresponding MUX/WFI/CBERS-4 and OLI/Landsat-8 ctp& bands Kigure 2.3).
According to Teillet et al. (2001) the effects tkiadse spectral band differences have on
measured TOA reflectance depend on spectral vamstin the exoatmospheric solar
illumination, the atmospheric transmittance anddbdace reflectance. The differences
in the spectral responses of the sensors must detified and compensated to avoid
large uncertainties in cross-calibration resultHAGIDER et al., 2013b). For this

purpose, the Spectral Band Adjustment Factor (SB&Ealculated.

As mentioned previously, the cross-calibration vesformed over two test sites:
Libya-4 and Atacama Desert. In the case of the &ihythe Hyperion hyperspectral

sensor on-board Earth Observing-1 (EO-1) was usdtieaspectral profile source, i.e.
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the Hyperion/EO-1 sensor was utilized to understhedspectral signature of the target
and to derive the SBAF (HELDER et al. 2013; CHANDERal. 2013b; MISHRA et al.
2014a). The calibration of Hyperion/EO-1 is wellcdmented and it is radiometrically
stable to within 5% (UNGAR et al. 200®igure 3.22shows the Hyperion/EO-1 TOA
reflectance profile and its derived standard demmatising 224 cloud-free images over
Libya-4 from 2004 to 2014.

Figure 3.22 Average TOA reflectance profile of 224 Hyperion/BEOGmages over
Libya-4 from 2004 to 2014.
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On the other hand, in the case of Atacama Deserptbcedure to derive the spectral
signature of the target was performed as desciilyed@eillet et al. (2001). It has used
measurements of surface spectral reflectance faatmt atmospheric parameters
available for the Atacama Desert. These data weed as inputs to a radiative transfer
code (MODTRAN) to compute the TOA reflectandggure 3.23 shows the TOA
reflectance and its derived standard deviationgusurface radiometric measurements

over Atacama Desert.
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Figure 3.23 Average TOA reflectance over Atacama Desert prdiitan ground

measurements.
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The reflectance/radiance at each spectral bandafgr sensor was calculated by
integrating the spectral response of the sensoh wWite hyperspectral TOA
reflectance/radiance profile at each sampled waggte averaged by the respective
SRF (seeEquation 2.24. The SBAF was calculated by taking the ratio wbt

respective simulated reflectances from both sensofrsinterest according to

Equation 2.26

The evaluation of the SBAFs inherent uncertaintves performed using Monte Carlo
Simulation method (sesection 2.3.2 (PINTO et al., 2016b). The program used to
evaluate the uncertainties using Monte Carlo mettadbe divided into three stages:
input, processing and output (similar tdigure 2.5. The input data
were: (a) mathematical model of measurement; (I)badvility density functions
corresponding to each input quantity; and (c) nunddterations. The mathematical
model of measurement used is represente@dpyation 2.26 Input quantities arg;
and SRF. Both input quantities were consideredaweha normal probability density

function (PDF) for each wavelength.

The input variables are hyperspectral data. Thetsgesignature of the target can be
seen in bothFigure 3.22 andFigure 3.23 The variable Spectral Response Function is
presented irFigure 2.3 Therefore, each one of the hyperspectral inpuabkes (o,
and SRE) has a correlation matrix and the data were censdlstatistically dependent.

The correlation coefficient is a measure of theatreé mutual dependence of two
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variables %, x), equal to the ratio of their covariances (C&Vg)) to the positive
square root of the product of their varianags;] andu(x;)), accordingequation 2.3Q

In order to assess the impact of the data coroslgtin the final uncertainty of SBAF it
was utilized and evaluated the results of threeetation matrices. Every correlation
matrix contains what is called main diagonal. Ithe set of cells, which shows the
correlation of each variable with itself, then, al@ contains entries equal tqdne).

The first correlation matrix evaluated contains itieximum correlation: values equal to
1 (one) throughout the matrix. The second cormatnatrix contains no correlation
between the data: values equal to O (zero) thrautgthe matrix (except for the main
diagonal that contains values of 1). Finally, i tinird matrix the correlation values
were decreasing in the "sub-diagonal”, adjacetihéomain diagonal, ranging from 0.9
to 0.1, with an interval of 0.1 and the remainirggrelation values used to fill up the

matrix was 0.05 (except, again, for the main diagdmat contains values of 1).

Lastly, the number of iterations influences theuasacy of the results obtained by Monte
Carlo simulation. Some tests were conducted touewalvariations in the results in
relation to the number of iterations. With thisdstuwe have chosen performing 10000
iterations in each variable randomly generatednCéteal. (2015), for example, have
performed 1000 iterations.

3.3.5. Image Analysis and Calibration Coefficients

The last step in the cross-calibration was detangithe calibration coefficient for each
sensor spectral band by comparing the digital nur{li) to the radiance predicted by
the reference sensor (after the correction with8BAF). This comparison was done
using theEquation 2.23 which can be rewrite:

E [¢tosO
L, =L, refﬂ SN, rdear jf {SBAF, )" (3.5
' ! [ESUNA [¢0sd, ] d.,

ref

With the Equation 3.15 the radiance value of the sensor to be calibrdigg, is

obtained from the reference sensor radiancger. It IS necessary to reverse
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Equation 3.15if you want to adjust the sensor to be calibrateth respect to the

reference sensor.

Analyzing theEquation 3.15 it is possible determinate tlseurceof uncertainty in the
cross-calibration method. The first one is the eisded uncertainty from the estimation
of the radiance with the reference sensqgre). The determination df , et involves two
sources of uncertainty: (a) the uncertainty assediaith the accuracy of the reference
sensor (instrumental uncertainty); and (b) the rttacdy of the selected surface. As
mentioned earlier, the sensor utilized as referef(©&l/Landsat-8) presents a
well-defined radiometric calibration, with 5% inrtes of absolute at-aperture spectral
radiance (IRONS et al., 2012; ROY et al., 2014)e Hssociated uncertainty with the
surfaces used in this work is computed using taedstrd deviation from the image ROI

(region of interest) selected to perform the croa#hration.

The second source of uncertainty is from the ev@neaof the mean exoatmospheric
solar irradiance. The mean exoatmospheric soladiance Esyn, for MUX/CBERS-4,
WFI/CBERS-4 and OLIl/Landsat-8 sensors was estimatsthg the CHKUR
Extraterrestrial Solar Spectral Irradiance datasetn MODTRAN 5.2.1 software
(PINTO et al., 2016a). The accuracy of the solacspm was considered within 1-2%,
then, this uncertainty was propagated (using thet®l@arlo technique described in
section 2.3.2to the mean solar exoatmospheric irradiance ch sansor spectral band.
The Esyn values for MUX/CBERS-4, WFI/CBERS-4 and OLIl/Lantd8aspectral

bands are summarized Tiable 3.9

Table 3.9 Solar Exoatmospheric spectral irradianc&syf) for MUX/CBERS-4,
WFI/CBERS-4 and OLI/Landsat-8 spectral bands.

Spectral Bands Esuny MUX Esunz: WFI Esuns OLI
(nm) [W/m2pm)] | [W/mZpm)] | [W/(m?um)]
Blue 1958 + 35 1952 + 35 1975+ 34
Green 1852 £+ 29 1852 + 29 1852 £+ 29
Red 1559 + 18 1545 + 18 1570 £ 18
NIR 1091 £ 11 1098 £ 11 951 +£10

The third source of uncertainty is from the illumiion angle (solar zenith angle). The
next source of uncertainty is the determination thie Earth-Sun distance.

Chander et al. (2009)resentsEarth-Sun distancén astronomical units throughout a
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year If the images from the two sensors are colleadedhe same day, then, the
Earth-Sun distance will be the same, and conselyu¢hé ratio will be equal to one.

The last source of uncertainty is from the SBABcdssed in the previous section.

Finally, this radiance value of the sensor to bibceed was compared to the DN
generated by the sensor, and through applicatioBgofation 2.2 it was possible to
determine the radiometric coefficients.

3.4. Validation of the MUX/WFI/CBERS-4 Radiometric Calibration

Coefficients

To assess the radiometric calibration coefficienfs both MUX/CBERS-4 and
WFI/CBERS-4 sensors, a validation was performedgusince again cross-calibration
techniques. The ETM+/Landsat-7 sensor has beearsgly stable since launching and
it has been used by researchers for several cetibsation studiesOn May 31, 2003
the Scan Line Corrector (SLC) in the ETM+ instruméiled, causing the scanning
pattern to exhibit wedge-shaped scan-to-scan gdpsen, all ETM+/Landsat-7 scenes
collected since May of 2003 have data gaps: theeschave only 78% of their pixels.
However, these data are still some of the most gé&urally and radiometrically

accurate of all civilian satellite data in the vebrl

The SLC failure has no impact on the radiometridggenance with the valid pixels
(CHANDER et al., 2009). Recently, for example, FlEEM+/Landsat-7 sensor was used
to calibrate the OLIl/Landsat-8 sensor (CZAPLA-MYEBRl., 2015). For the
validation of sensors MUX/WFI/CBERS-4 were discard®% of theETM+ scene

pixels, i.e. it were used just the valid pixels.

Absolute calibration uncertainties of the refleetibands of the ETM+/Landsat-7 are
specified to be within 5% (MARKHAM and HELDER, 2012 andsat-7 overpassed
the Algodones Dunes region on™Blarch 2015; therefore, the images collected o thi
date were used here. Hyperion/EO-1 images were tesetkrive the Spectral Band
Adjustment Factor (SBAF) and to compensate the tegdedifferences between the

SEensors.
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Five common Regions of Interest (ROIs) were chaserfully to cover all four images

(MUX/CBERS-4, WFI/CBERS-4, ETM+/Landsat-7 and Hyipe/EO-1) and to cover a

range of targets (with different reflectance vajug@able 3.10shows the metadata for
the scenes used anBigure 3.24 shows the Hyperion/EO-1, ETM+/Landsat-7,
MUX/CBERS-4 and WFI/CBERS-4 images over Algodones&s.

Table3.10.Metadata of scenes used for MUX/CBERS&M WFI/CBERS-4 validation.

Solar Solar
Path/Row | zenith | azimuth
angle angle
ETM+/Landsat-7| 03/10/2015 18:15:28 39/37 43.7° 143.5 Nadir
MUX/CBERS-4 | 03/09/201% 18:33:29 238/63 42.1° 151.9 Nadir
WFI/CBERS-4 | 03/09/201% 18:33:29 238/63 42.1° 151.9 Nadir
Hyperion/EO-1 | 03/09/2015 17:10:40 39/37 53.6° 126.3 18.1°

Look
Angle

Acquisition

Satellite/ Sensor Date -
Time

According to Mishra et al. (2014a) once spectraiivaency has been performed using
the SBAF technique, for a stable atmosphere, tHeamd reflectance can be directly
compared to determine the differences between émsoss. Thus, the percentage
differences were estimated between the well cakdreETM+/Landsat-7 and the
at-sensor reflectance reported by the current calorabf MUX/CBERS-4 and

WFI/CBERS-4 Equation 3.16. If the calibration coefficients estimated hene a
correct, both values must match within the assediaincertainties. It should be noted
that an advantage in the use of reflectance is ttiateffects due to solar spectrum

mismatch are eliminated.

Difference(%) = Peserss ~ Prandsaur |10 (3.16)
IOLandsat/l

where: oceers) IS the TOA reflectance for CBERS-4 sensors (MUX aMEl) after
SBAF is applied; ando andsayy 1S the TOA reflectance for ETM+/Landsat-7.

Note that the difference calculated Eyguation 3.16 should be compared with the
uncertainties associated with the ETM+/Landsat MU X/WFI/CBERS-4 sensors. If

the difference is less than the uncertainties, ,thermeans that sensors measure,
statistically, the same value of reflectance. Hosveif the difference is greater than the
associated uncertainty with the sensors, then, @ana that there is a significant

difference between the measurements with thesesens
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Figure 3.24 Algodones Dunes image from (a) Hyperion/EO-1; (MT&/Landsat-7;
(c) MUX/CBERS-4 and (d) WFI/CBERS-4. The five redxes indicate
the location of the five ROls.
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4 RESULTS AND DISCUSSION

In this section are presented the results obtaimékde absolute radiometric calibration
using the reflectance-based approach and the cedbfsation methoddescribed in the
section 4.1andsection 4.2 respectively. The combined results achieved widse two
methods of calibration are presentegéaction 4.3 Lastly, insection 4.4the validation
of the radiometric calibration coefficients (CBERSensors) is presented.

4.1. Reflectance-Based Approach
4.1.1. Laboratory Measurements

In order to analyze and to evaluate the condit@frtbe instruments and their respective
contributions to the final uncertainty of the maasnents, experiments were performed
at LaRaC. As explained section 3.2.2the measurements at LaRaC were held in three
occasions: (1) before the fieldwork in Brazil; @}er the fieldwork in Brazil, which
also served as laboratorial step before the fietdvio Chile; (3) after the fieldwork in
Chile. The instruments used during these fieldwoftee Spectralon panel from
Labsphere and the spectroradiometer ASD FieldSpece evaluated in relation to

similar equipment.
Spectroradiometer Calibration

As described irsection 3.2.2 ten set of radiance measurements using an iniegra
sphere source and five levels of radiance werepeadd.Figure 4.1shows the mean of
the radiance measurements and its uncertainty &sthhwith four illumination levels
(340 W, 240 W, 90 W and 45 W, sé@able 3.4 from laboratory 1. The results from

laboratory 2 and 3 are similar.

As can be seen iRigure 4.1aandFigure 4.1k the spectral behavior was similar for
both spectroradiometers. Remembering that onergpadiometer was that used during
the fieldwork and another one belonging to the fatwy, which was considered as a
reference. Here these spectroradiometers will bdedcaF18184 (fieldwork

spectroradiometer) and F624&ferencespectroradiometer). It was observed in both

spectroradiometers data the presence of discotiigun the radiance values around
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1000 and 1850 nm, corresponding to "exchange" efrédiometers (PINTO, 2011).

The relative uncertainties with the spectroradi@ndi6426 were between 0.0013 to
0.84% in the spectral range of 350 to 2400 nm, eMfiey ranged from 0.0018 to 0.76%
for spectroradiometer F18184, considering the esfirectral range (350 to 2500nm).

In order to verify if there has been any changthespectroradiometer before and after
the fieldwork, it was calculated the different beem both radiance measurements
(Figure 4.2. The measurements taken before and after thewioek had minor
changes. Excluding the very noisy regions (350#4B0and 2400-2500nm) the absolute
difference was between 0.00010 to 2.4%. On avetagabsolute difference was in the
order of 0.5% throughout all electromagnetic spaot(350-2500 nm). This results
indicates that the behavior of the equipment reathumchanged (no breaking of fibers,
no change in calibration, etc.) over the fieldworkasurements.

Figure 4.1 In (a) and (b) radiance as a function of wavelergjtthe FieldSpec F6426
and F18184, respectively; and @nd (d)relative uncertainty as a function
of wavelength of the FieldSpec F6426 and F181&heaetively.
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Figure 4.2 Difference between the measurements with the niategy sphere source
made before and after fieldwork as a function & wavelength. In (a)
with the FieldSpec F6426; and (b) with the FieldSgel8184. The
differences presented in this figure are from labmany 1 compared with
laboratory 2. The results during laboratory 3 waneilar.
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Reference Panel Calibration

Laboratory measurements also allowed the fieldreefee panel to be referenced to a
standard panel from LaRaC. As describeddantion 3.2.2ten successive measurements
of the panel reflectance factor were obtained terd@ne the panel correction factor. In
Figure 4.3 is presented the average reflectance factor opémel used in the ground
measurement and its uncertainties. The reflectéaxter values shown ifigure 4.3
were corrected for the reflectance factor of thandard panel (provided by the
manufacturer, se&igure 3.9. The relative uncertainties for the reflectandethe
fieldwork panel were smaller than: 0.21% in thecs range of 350 to 450 nm;
0.030% in the spectral range of 450 to 2200 nm;Gahii% from 2200 to 2500 nm.

To verify if there has been any change in the esfee panels before and after the
ground measurements, it was calculated the difter&etween the measurements of the
panel reflectance made before and after fieldwseleFigure 4.4. The results showed
small differences between the reflectance of theepabtained before and after the
ground measurements. In the spectral region bet@&450 nm there was major
absolute difference between the measurements: L. @¥%6. This can be explained by
the use of the panel reference in the field, wheneas exposed to dust and solar
radiation, causing degradation of their charadiess The absolute average difference
was 0.13% throughout the entire explored electrarafig spectrum range.
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Figure 4.3 In (a) reflectance factor of the panel reflectansed in fieldwork as a
function of wavelength; and (b) uncertainties (mstamdard deviation) as
a function of wavelength.
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Figure 4.4 Difference between the measurements of the referpanel reflectance
made before and after fieldwork as a function efwavelength.

1.5 . . . . .
] [(Lab 1- Lab2)/Lab 1]*100
1.01 [(Lab 2- Lab3)/Lab 2]*100 .
R [(Lab 1- Lab3)/Lab 1]*100
S 05 §
S 0.
o)
e 0.0- )“'ﬂ vt onn h\‘ AA_._._.A-..”M‘M
o
g ]
= 051 .
1.0 =
1.5 .

T T T T T T T T
500 1000 1500 2000 2500
Wavelength (nm)

4.1.2. Field Measurements

The first component of the reflectance-based amprigthe surface reflectance factor
at the time of sensor overpassFigure 4.5ais presented the spectral reflectance factor
from the four reference sites: (i) west part of Ba&hia StateBrazil; (i) Atacama
Desert, Chile; (iii) Algodones Dunes, USA; and (S8puth Dakota State University
(SDSU) site, USA. In addition, the coefficient odriation (CV) defined as the ratio
between the standard deviation and the averagehasvrs as a percentage in
Figure 4.5h.
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Figure 4.5 In (a) Spectral reflectance results of the refereriss;sand (b) surface
coefficient of variation in percentage.
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The gaps around 1400 and 1800 nm are due to sivatey vapor absorption near those
wavelengths and the 2400-2500 nm spectral regiowsHarger variability primarily
due to decreasing signal level. The line represgrttie Atacama Desert is the only one
that did not present gaps in both the reflectamctof and the coefficient of variation
curve in the spectrum regions strongly affectedMayer vapor absorption. This means

that the amount of water is very low in this reg{&tacama Desert).

According to Scott et. al (1996) reflectance valimgher than 0.3 over the entire
spectral range are preferred. This reduces the dmpf uncertainties in the path
radiance. The reference surface in Brazil has iedyspectral reflectance curve for soil.
Both minimum and maximum reflectance were, respelstj 0.03 and 0.4. As it can be
seen inFigure 4.5athe average reflectance factor of the Atacama iDeges between

0.11 and 0.25 from 350 to 1000 nm and around Or86h 1000 to 2500 nm. The

reference surface at Algodones Dunes presentctafiee higher than 0.3 in almost the
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entire spectral range. The average Algodones Dugibsctance factor was between
0.08 and 0.30 from 350-600 nm and between 0.300a42l from 600-2500 nm. Lastly,
the SDSU site has a typical spectral reflectanceesufor vegetation. Vegetation cover
is a very good absorber of electromagnetic energyhe visible region, then, the
reflectance factor in this spectral range was betwef 0.012 to 0.11. Absorption
greatly reduces and reflection increases in thénfedred boundary near 700 nm. The
reflectance was between 0.11 to 0.42 from 700 @O I¥n and decreases for the longer

wavelengths.

Ponzoni et. al (2015) suggested that a surfacaffgciently spatially uniform if the
Coefficient of Variation (CV) is lower than 5%. Thererage CV of the reference
surface in Brazil was between 5.84 to 9.41%. Theragye relative CV of the spectral
measurements at Algodones Dunes ranged from 2.5.G%0, indicating that the
reference surface presents a spatial uniformityebéthan 5%. The average CV of the
spectral measurements at Atacama Desert ranged 2r681to 4.65%. Finally, the
average CV of the SDSU site was between 2.79 tPA0.

As described irsection 3.2.3solar radiometer measurements were used to ¢aaraC
the atmosphere over the reference surfaces, pmgvdiata used in a Langley method
retrieval scheme to determine the atmospheric alptiepths that are inverted to give
aerosol size distribution and column water vapayure 4.6 4.7, 4.8 and4.9 shows the
Langley Method graphs obtained with the data ctél@during measurements in Brazil,

Chile, Algodones Dunes and SDSU site, respectively.

Figure 4.6.Langley graph on July 352014 in Brazil site, for spectral bands of the
CE317/CIMEL sun photometer.
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Figure 4.7.Langley graph on August 22014 in Atacama Desert, Chile, for spectral
bands of the CE317/CIMEL sun photometer.
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Figure 4.8.Langley graph on March™2015 in Algodones Dunes, USA, for spectral

bands of the Automated Solar Radiometer (ASR).
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Figure 4.9 Langley graph on Septembef 2015 in SDSU site, USA, for spectral
bands of the Automated Solar Radiometer (ASR).
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The dependence dii(v, x D*) with the optical air massy, have a behavior similar to a

straight, as suggested in Langley method. Thusag performed a linear regression,
which the slope is equal the total optical depth,and the intercept is equal of the
natural logarithm of CE317/CIMEL and ASR calibratioonstantV, . The results of
this fitting for the data collected in Brazil, CailAlgodones Dunes and SDSU site, are
presented iTables4.1, 4.2, 4.3and4.4, respectively.

The sun photometer measurements or the solar ratkornarried out during the first
day of each campaign were utilized to calibrateitistrument (CIMEL/CE-317 or the
Automated Solar Radiometer), i.e., the data from fibst day of the each campaign
were used to determine the calibration const@ntaccording toEquation 2.12 This
explains why the values of the calibration constartthe same in all fieldwork on each

surface reference.

Table 4.1.Total optical depthg;, and calibration constanty , of the CE317/CIMEL in
measurements performed in Brazil site.

Banda ORelative ORelative 2 2
(nm) Vo, (%) 17 (%) R Xred
07/23/2014
1020 5361 +£ 14 0.26 0.0318 + 0.0008 2.52 0,00 0.98
870 11571 £ 22 0.19 0.0329 + 0.0006 1.82 0p5 1.04
670 12930 £ 28 0.22 0.0710 £ 0.0007 0.99 098 0.95
440 3499 £ 15 0.43 0.2599 + 0.0014 0.54 1.0 0.98
07/24/2014
1020 5361 +£ 14 0.26 0.0415 + 0.0009 2.17 0.79 1.19
870 11571 £ 22 0.19 0.0228 + 0.0009 3.95 060 1.64
670 12930 £ 28 0.22 0.0598 + 0.0011 1.84 0/85 1.74
440 3499 £ 15 0.43 0.2425 + 0.0020 0.82 0.p6 3.60
07/25/2014
1020 5361 £ 14 0.26 0.0398 + 0.0006 151 0.88 1.06
870 11571 £ 22 0.19 0.0245 + 0.0006 2.45 071 0.97
670 12930 £ 28 0.22 0.0645 + 0.0009 1.40 0/89 1.25
440 3499 £ 15 0.43 0.2446 + 0.0012 0.49 0.p8 4.55
07/26/2014 |
1020 5361 £ 14 0.26 0.0540 + 0.0022 4.07 0.6 1.55
870 11571 £ 22 0.19 0.0424 +0.0028 6.60 06 2.74
670 12930 £ 28 0.22 0.097 £ 0.005 5.15 0.62 2.89
440 3499 £ 15 0.43 0.340 £ 0.013 3.82 0.y1 2.38
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Table 4.2.Total optical depthg;, and calibration constanty , of the CE317/CIMEL in
measurements performed at Atacama Desert siteila.Ch

Banda ORelative ORelative 2 2
V R re
(nm) o (%) ” (%) e
08/19/2014
1020 5730 + 40 0.70 0.0849+ 0.0023 2.71 0,86( 1.00

870 12470 + 140 1.12 0.085+ 0.004 4.71 0.71| 1.00
670 13950 + 140 1.00 0.132+ 0.003 2.27 0.88| 1.00

440 3770 =40 1.06 0.3162+ 0.0029 0.92 0.98| 1.00
08/20/2014
1020 5730 *+ 40 0.70 0.1050+ 0.0012 1.14 0.78| 1.02

870 12470 + 140 1.12 | 0.0675+ 0.0009 1.33 0.64| 1.14
670 13950 + 140 1.00 | 0.1237+0.0010 0.81 0.85| 1.27

440 3770 =40 1.06 0.3018+ 0.0012 0.40 0.98| 0.99
08/21/2010
1020 5730 =40 0.70 0.0781+ 0.0009 1.15 0.85| 1.08

870 12470 + 140 1.12 | 0.0442+ 0.0011 2.49 0.31| 1.10
670 13950 + 140 1.00 | 0.0972+ 0.0014 1.44 0.61| 1.23

440 3770 +40 1.06 0.2665+ 0.0009 0.34 0.98| 1.06
08/22/2010
1020 5730 + 40 0.70 0.0877+ 0.0011 1.25 0.49| 1.34

870 12470 + 140 1.12 | 0.0501+ 0.0006 1.20 0.44| 1.22
670 13950 + 140 1.00 | 0.1034+ 0.0007 0.68 0.84| 1.69
440 3770 +40 1.06 0.2808+ 0.0005 0.18 0.99| 0.79
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Table 4.3.Total optical depthg;, and calibration constaritp, of the Automated Solar

Radiometer (ASR) in measurements performed at Alged Dunes site in

USA.
Banda ORelative ORelative 2 2
(nm) Vo. (%) T (%) R Xred
03/09/2015
380 79470 = 100 0.13 0.5071 £ 0.0008 0.14 100 1.00
400 55080 + 60 0.11 0.3951 + 0.0007 0.19 1,00 1.00
440 55900 = 60 0.11 0.2999 + 0.0006 0.2C 1,00 1.00
520 41890 + 40 0.10 0.1896 + 0.0005 0.26 1,00 1.00
610 44950 + 30 0.07 0.1496 + 0.0005 0.33 1,00 1.00
670 49720 + 40 0.08 0.1048 £ 0.0005 0.48 1,00 1.00
780 57710 = 40 0.07 0.0645 + 0.0004 0.67 099 1.00
870 55270 + 40 0.07 0.0535 + 0.0004 0.79 099 1.00
1030 36576 = 25 0.07 0.0502 + 0.0004 0.8C 0/99 1.00
03/10/2015

380 79470 = 100 0.13 0.48810 £ 0.00021 0.04 1100 1.01
400 55080 + 60 0.11 0.36865 + 0.00030 0.08 1{00 1.00
440 55900 + 60 0.11 0.27434 +£ 0.00023 0.08 1{00 1.01
520 41890 + 40 0.10 0.16844 £+ 0.00025 0.1% 1{00 1.00
610 44950 + 30 0.07 0.12981 + 0.00025 0.19 1{00 1.00
670 49720 + 40 0.08 0.08550 £+ 0.00027 0.32 1{00 1.00
780 57710 £ 40 0.07 0.04991 £+ 0.00021 0.42 0[99 1.00
870 55270 + 40 0.07 0.03899 + 0.00024 0.62 099 1.00
1030 36576 = 25 0.07 0.03253 £ 0.00022 0.68 0[99 1.00

Table 4.4.Total optical depthsz;, and calibration constarip, of the Automated Solar

Radiometer (ASR) in measurements performed at S&i&Un USA.

Banda ORelative ORelative 2 2
(nm) Vo. (%) 7 (%) R Xred
09/03/2015

380 85120 = 250 0.29 0.6879 £ 0.0020 0.29 1/00 1.00
400 57650 + 180 0.31 0.5536 + 0.0022 0.40 099 0.97
440 58240 + 150 0.26 0.4342 £0.0018 0.41 0/99 0.92
520 42550 + 90 0.21 0.2907 £ 0.0014 0.48 099 0.98
610 44560 + 70 0.16 0.2190 + 0.0010 0.46 099 1.13
670 49010 £ 60 0.12 0.1629 + 0.0009 0.55 099 0.89
780 55890 + 50 0.09 0.1101 + 0.0006 0.54 099 0.96
870 52820 + 40 0.08 0.0822 + 0.0005 0.61 099 1.03
1030 34400 = 20 0.06 0.0651 + 0.0004 0.61 099 1.55
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The total optical depth accuracy depends on: &)dalibration of the sun photometer;
and (ii) of the atmospheric conditions stabilityridg the period of measurements.
According to Biggar et al. (1994) the sun photometeeasurements uncertainties
should not be more than 5%. Just only one day dutire fieldwork in Brazil
(on 07/26/14) and for the wavelengths 670 nm artdr87 the uncertainties were larger
than 5%: 5.2 and 6.6%, respectively. Then, exca@@%26/14, the uncertainties in the
measurements of the total optical depth,with the CIMEL/CE-317 ranged between
0.18-4.71%. In general, the uncertainty in the bestered at 870 nm showed higher
uncertainty. On the other hand, the measuremerertamties of the total optical depth
with the Automated Solar Radiometer were loweriethbetween 0.04% (band 380 nm
at March 18, 2015) and 0.80% (band 1030 nm at MarEhZD15).

The optical depth due to Rayleigh scatterimgayicigh and the aerosol optical depth,
Taerossol Were calculated using botBquation 2.14 and Equation 2.13 respectively.
Table 4.5 4.6, 4.7 and 4.8 present these two quantities for the fieldworkBirazil,
Chile, Algodones Dunes and SDSU site, respectively.

The aerosol optical depth (AOD) is a measure ofatamh extinction due to the

interaction of radiation with aerosol particlestive atmosphere. According to Rollin
(2000) the variation in AOD with wavelength defirtbe attenuation of solar irradiance
as a function of wavelength and it provides thesbés retrieving the columnar size
distribution of the atmospheric aerosol. AOD lowan 0.1 indicates clear sky,
whereas value of 1 corresponds to very hazy camdit{GRO et al., 2013).

In Brazil the AOD ranged from 0.0088 + 0.0009 (8i0) to 0.116 + 0.013 (440 nm).
The AOD in Chile, Atacama Desert, were between ZB0OZ 0.0011 (870 nm) to
0.133 + 0.003 (440 nm). The campaign in Algodonagsd3 presented AOD lower than
0.08664 + 0.0005. The highest AOD value found wasing the measurements in
SDSU site; on Septembef?®015 for 380 nm: 0.2695 + 0.0027. Therefore, ineyel,
the four sites used presented low aerosol loadiegarding the AOD relative’s
uncertainties, they ranged from 1.85-11.6% in By&zb2-5.41% in Chile, 0.58- 11%
in Algodones Dunes and 0.63-1.21% in SDSU site.

87



Table 4.5. Rayleigh scattering,7rayieigh and aerosol optical depthiaeross Of the
CE317/CIMEL in measurements performed in Brazé.sit

B(irr]:)a TRayleigh O-(Rs/lj ;lve Taerossol ORrelative (%0)
07/23/2014
1020 | 0.00737 £0.00003 0.41 0.0244 + 0.0008 3.28
870 0.01398 £ 0.00006  0.43 0.019 + 0.0006 3.16
670 0.04015 £0.00019 0.47 0.0308 + 0.0007 2.27
440 0.2235 £ 0.0011 0.49 0.03646 £ 0.0017 4.66
07/24/2014
1020 | 0.00737 £0.00003 0.41 0.0342 + 0.0009 2.63
870 0.01398 £ 0.00006  0.43 0.0088 + 0.0009 10.2
670 0.04016 £ 0.00017 0.42 0.0196 £ 0.0011 5.61
440 0.2235 + 0.0009 0.40 0.019 £ 0.0022 11.6
07/25/2014
1020 | 0.00736 £0.00003 0.41 0.0324 + 0.0006 1.85
870 0.01397 £ 0.00006  0.43 0.0105 + 0.0006 5.71
670 0.04014 £ 0.00016  0.40 0.0243 + 0.0009 3.70
440 0.2234 + 0.0009 0.40 0.0212 + 0.0015 7.08
07/26/2014
1020 | 0.00736 £0.00003 0.41 0.0466 + 0.0022 4.72
870 0.01397+ 0.00006 0.43 0.0284 + 0.0028 9.86
670 0.04014 £ 0.00016  0.40 0.057 + 0.005 8.77
440 0.2234 + 0.0009 0.40 0.116 £ 0.013 11.2
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Table 4.6. Rayleigh scattering,7rayieigh and aerosol optical depthiaeross Of the
CE317/CIMEL in measurements performed at AtacamaeResite in

Chile.
Banda _ ORelative ORelative

(nm) TRaer|gh (% ) Tperossol (% )
08/19/2014

1020 0.00603 + 0.00003 0.50 0.0789 + 0.0023 2.92

870 0.01145 + 0.00005 0.44 0.074 +£ 0.004 541

670 0.03288 + 0.00015 0.46 0.099 + 0.003 3.03

440 0.1830 + 0.0008 0.44 0.133 + 0.003 2.26
08/20/2014

1020 0.00604 + 0.00003 0.50 0.0989 + 0.0012 1.21

870 0.01145 + 0.00005 0.44 0.0561 + 0.0009 1.60

670 0.03290 + 0.00014 0.43 0.0908 + 0.0010 1.10

440 0.1831 £ 0.0008 0.44 0.1187 £ 0.0014 1.18
08/21/2010

1020 0.00603 + 0.00003 0.50 0.0721 + 0.0009 1.25

870 0.01145 + 0.00005 0.44 0.0328 +£0.0011 3.35

670 0.03289 + 0.00014 0.43 0.0643 +£0.0014 2.18

440 0.1830 + 0.0008 0.44 0.0835 +0.0012 1.44
08/22/2010

1020 0.00603 + 0.00003 0.50 0.0817 £ 0.0011 1.35

870 0.01145 + 0.00005 0.44 0.0386 + 0.0006 1.55

670 0.03288 + 0.00014 0.43 0.0705 + 0.0007 0.99

440 0.1830 + 0.0008 0.44 0.0978 + 0.0009 0.92
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Table 4.7. Rayleigh scattering,rayieigh and aerosol optical deptiiaeross Of the
Automated Solar Radiometer (ASR) in measurementdoneed at
Algodones Dunes site in USA.

Banda ORelativa
(n m) TRayI eigh ORelati va(%) Tperossol
(%)
03/09/2015
380 0.4395 +0.0018 0.41 0.0674 +0.0020 2.97
400 0.3551 + 0.0015 0.42 0.0399 + 0.0016 4.01
440 0.2394 + 0.0010 0.42 0.0604 +0.0012 1.99
520 0.1206 *+ 0.0005 0.41 0.0689 + 0.0007 1.02
610 0.06294 + 0.00026 0.41 0.08664 + 0.0005 0.58
670 0.04302 + 0.00017 0.40 0.06178 = 0.0005 0.81
780 0.02326 + 0.00009 0.39 0.0412 + 0.0004 0.97
870 0.01497 + 0.00006 0.40 0.0385 + 0.0004 1.04
1030 0.00759 + 0.00003 0.40 0.0426 + 0.0004 0.94
03/10/2015

380 0.4397 £ 0.0018 0.41 0.0486 +0.0018 3.70
400 0.3552 +0.0015 0.42 0.0136 +0.0015 11.0
440 0.2395 + 0.0010 0.42 0.0349 + 0.0010 2.87
520 0.1207 + 0.0005 0.41 0.0478 + 0.0006 1.26
610 0.06297 + 0.00026 0.41 0.0669 *+ 0.0004 0.60
670 0.04304 + 0.00017 0.39 0.0425 + 0.0003 0.71
780 0.02327 + 0.00009 0.39 0.02665 + 0.00023 0.86
870 0.01498 + 0.00006 0.40 0.02393 + 0.00025 1.04
1030 0.00759 = 0.00003 0.40 0.02494 + 0.00022 0.88

Table 4.8. Rayleigh scattering,rayieigh and aerosol optical depttraeross Of the
Automated Solar Radiometer (ASR) in measuremenfenpeed at SDSU

site in USA.
B(i?n(j)a TRaerigh GReIativa(%) Tperossol O-(R;: ; “
09/03/2015
380 0.4184 + 0.0018 0.43 0.2695 + 0.0027 1.00
400 0.3380 + 0.0014 0.41 0.2156 + 0.0026 1.21
440 0.2279 +0.0010 0.44 0.2063 + 0.0020 0.97
520 0.1148 + 0.0005 0.44 0.1759 + 0.0015 0.85
610 0.0599 + 0.00025 0.42 0.1590 + 0.0010 0.63
670 0.04095 + 0.00017 0.42 0.1220 + 0.0009 0.74
780 0.02214 + 0.00009 0.41 0.0880 + 0.0006 0.68
870 0.01425 + 0.00006 0.42 0.0679 + 0.0005 0.74
1030 0.00722 + 0.00003 0.42 0.0579 + 0.0004 0.69
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The relationship between the wavelength dependehdbe spectral aerosol optical
depth and the size of atmospheric aerosol partioles first suggested by Angstrom
(Equation 2.15. A fitting was applied using the Angstrom formudad from the

Angstrom parameters it was determined the horitarisébility, VIS, and the aerosol

optical depth at 550 NMherossoisscnm: The results can be seenTiable 4.9

Thome (2001) reported results from ground-basedsmements of atmospheric
conditions made at Railroad Valley Playa, NevadaadR Lake Playa, Nevada, and
White Sands Missile Range, New Mexico. For comparisurposes, the aerosol optical
depth at 550 nm was between 0.0207 and 0.1024esethegions. Here, the aerosol
optical depth at 550 ranged from 0.027 £ 0.012 £Byr#0 0.155 + 0.014 (SDSU site).

Table 4.9. Horizontal Visibility, VIS and the aerosol optical depth at
550 NM7aerossolss0nm:

Date VIS (km) TAerossol 550nm

West part of the Bahia StateBrazil
07/23/2014f 50.9+2.4 0.033 £ 0.010
07/24/2014] 54 +5 0.027 £0.012
07/25/2014 53 +5 0.029 £ 0.012
07/26/2014f 41.3+2.4 0.062 + 0.018
Atacama Desert, Chile
08/19/2014f 31.3+0.8 0.114 + 0.009
08/20/2014] 33.0+1.8 0.102 £ 0.014
08/21/2010 37.4+2.4 0.076 £ 0.013
08/22/2010 37.2+2.1 0.077 £0.012
Algodones Dunes, USA
03/09/2015 40.4 +2.3 0.066 + 0.017
03/10/2015 48.0 + 2.6 0.046 +0.014

South Dakota State University (SDSU) site,
USA
09/03/2015 34.6+0.9 | 0.155+0.014

Columnar water vapor was derived from the solaimetbn data using a modified

Langley approachHguation 2.19. A plot of the left-hand side of this equation
(In (\/936nm X D2)+ M X Ty, ) againstm® for water band (940 nm) yielded a straight

line whose slope is proportional to the water con{seeFigure 4.10. TheR-squared
and Chi-squared reduced statistics ranged from ®/9.99 and 0.23 to 3.04,
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respectively (se@able 10. The values of these statistics indicate that abpisted

function Equation 2.19)is truly appropriate.

The amount of water for every fieldwork and for keasite utilized is shown in
Table 4.1Q As expected, the water content in the Atacamaa&gas minimal: lower
than 0.43y/cnt for the four days and its uncertainties rangethffb33% to 4.66%. The
region with the largest content of water was ie #8tazil and the SDSU site: between
3.15 + 0.03 from 3.409 + 0.015.

Figure 4.10 Modified Langley graph. In (a) on July 252014 in Brazil site, for
water band of the CE317/CIMEL sun photometer; (b)Anigust 21
2014 in Atacama Desert, Chile, for water band ef @E317/CIMEL
sun photometer; (c) on Marcl{' 2015 in Algodones Dunes, USA, for
water band of the Automated Solar Radiometer (ASR) (d) on
September B 2015 in SDSU site, USA, for water band of the
Automated Solar Radiometer (ASR).
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Table 4.10.Water vapor column abundant®,

2 2
Date w (g/cmZ) O dlative (%) R /Yred
West part of the Bahia StateBrazil

07/23/2014 3.40 + 0.05 1.47 0.98 1.00

07/24/2014 3.409 £ 0.015 0.44 0.97 3.04

07/25/2014 3.402 + 0.007 0.21 0.99 0.78

07/26/2014 3.30+0.04 1.21 0.81 0.97
Atacama Desert, Chile

08/19/2014 0.429 + 0.020 4.66 0.79 1.00

08/20/2014| 0.4318 + 0.0023 0.53 0.88 0.44

08/21/2010| 0.2986 + 0.0010 0.33 0.96 0.33

08/22/2010 0.4267+ 0.0018 0.42 0.91 0.39
Algodones Dunes, USA

03/09/2015 1.055+0.014 1.33 0.98 0.25

03/10/2015 0.476 + 0.005 1.05 0.99 0.23

South Dakota State University (SDSU) site, USA
09/03/2015| 3.15+0.03 | 0.95 | 098 1.00

4.1.3. MODTRAN

The surface reflectance factor and atmosphericwlata inputs into a radiative transfer
code (MODTRAN) to predict the top-of-the-atmospheadiance. As described in the
section 3.2.4the TOA radiance estimation (or TOA reflectanisejncomplete unless
accompanied with an uncertainty. In this work, sircertainties sources were
considered: (i) MODTRAN uncertainty itself (accuyaof MODTRAN); (ii) the
reflectance factor of the surface (Reflectancé);tfie aerosol optical depth (AOD); (iv)
the water vapor column abundance (Water); (v) ttane (Q); and (vi) the horizontal

visibility (VIS). Figure 4.11gives the graph of these uncertainties.
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Figure 4.11 TOA radiance uncertainty predicted by MODTRAN.(&) on July 25,
2014 in Brazil site; (b) on August 212014 in Atacama Desert, Chile;
(c) on March & 2015 in Algodones Dunes, USA; and (d) on September
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3" 2015 in SDSU site.

()]
1

EN
1

w
1

N
!

[y
1

()

Brazil - 07/25/14
VIS

—— Water
AOD

—— Reflectance -
O,

3
—— Acuracy Modtran
—— Total Uncertaint

AN o

Absolute Uncertainty [W/(fsrum)]

(2]

1500 2000 2500
Wavelength (nm)

(o]

(6]
Il

N
1

w
Il

N
Il

=
1

o

(b)

Ata;:ama Deserlt - 08/21/20|14

VIS

—— Water
AOD

— Reflectance
(0]

3
—— Acuracy Modtran
—— Total Uncertainty!

Absolute Uncertainty [W/(fasrum)]

500

1000

T T T
1500 2000 2500

Wavelength (nm)

ol
1

IN
1

w
1

N
Il

Aléodones Dunes - 03/09/207
VIS

—— Water B
AOD
Reflectance 4
(0]

3
Acuracy Modtran
Total Uncertainty

al

(d)

SDSU Site - 09/03/15
VIS
— Water
AOD
Reflectance 4
O,

3
Acuracy Modtran)|
Total Uncertainty|

[y
!

Absolute Uncertainty [W/(fsrum)]

o
Absolute Uncertainty [W/(fsrum)]

Khohcpn J !‘ A
TN S il w0 5 , va—
T

T T T T
500 1500 2000 2500

1000 1000 1500 2000
Wavelength (nm)

Wavelength (nm)

Every source of uncertainty depends on the wavéterigne main source of uncertainty,
considering the four calibration sites, was thdem# reflectance factor, which supports
the importance of properly choosing a referencdasarfor calibration. The second
major source of uncertainty, also for the four lm@tion sites, was the MODTRAN
uncertainty itself (accuracy of MODTRAN). The untaénty related to the visibility and
aerosol has similar spectral behavior. This resukasily explained by the fact that
these parameters are correlated. Uncertaintietedeta water and ozone, as expected,
affect the spectral regions that are influencedMayer vapor and ozone, respectively.
These two uncertainties were less significant m ftsur calibration sitesFigure 4.12
shows the values of the TOA radiance predicted IDNMIRAN and its final relative
uncertainty (in percentage).
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Figure 4.12 In (a) TOA radiance predicted by MODTRAN; and {is)final relative
uncertainty (in percentage).
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The reference surfaces that presented the higimegtuncertainty were in both Brazil
and the SDSU sites: between 2.24 - 9.40% and 2884 respectively. The reference
surface in the Atacama Desert presented the lofwest uncertainties: from 2.22 to
3.85%. Finally, the lower uncertainty in Algodorieanes site was 2.48% and highest
uncertainty was 5.51%. These are the overall tatalcertainty using the
reflectance-based approach with each of the siteshé spectral region between
350-2500 nm. In the next two sections it will beeggnted, respectively, the final

radiometric calibration results of the OLI/Land8a#nd MUX/WFI/CBERS-4 using the
reflectance-based approach.
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4.1.4. OLl/Landsat-8 Radiometric Calibration

According to mentioned in thgection 3 the calibration using the reference surface in
Brazil and in Chile has been performed with OLI/taat-8.Table 4.11 presents the
band-averaged TOA radiance predicted by MODTRAN fmach of the nine
multispectral bands of OLI/Landsat-8 derived frome spectral curve ifigure 4.12

As expected, due to the results presented in #x@qurs section, the uncertainty in the
TOA radiance predicted by MODTRAN were higher fbe tsurface located in Brazil
(between 2.4-8.7% for the nine OLI/Landsat-8 saédiands) than the uncertainties in
Atacama Desert (less than 3.6% for the nine OLIdsan-8 spectral bands).

Table 4.11. TOA radiance predicted by MODTRAN and from image tife
OLI/Landsat-8 using Brazil and Atacama Desert sitieshis table is also
presented the percent difference (Begiation 4.1) and the residue (the
difference between the predicted value and therebdevalue).

Band-averaged
Band Tr())ré di?g(ljagse Unce;rtainty f:;J?nA(;QLa}dilraggz Unce;rtainty Diffeorence Residue
MODTRAN [%] [W/(m?. sr-pm)] [%] [%]
[W/(m?-sr-pm)]
West of Bahia State (Brazil)
Bl 546+2.1 3.8 59.0+ 0.6 1.0 -7.41 -2.02
B2 52.0+24 4.6 55.2+0.8 14 -5.74 -1.26
B3 54 +4 7.4 554+1.0 1.8 -3.03 -0.45
B4 62+4 6.5 64.8+0.9 14 -5.14 -0.74
B5 605 8.3 63.3+ 1.3 2.1 -5.49 -0.64
B6 19112 6.3 19.48 £ 0.19 1.0 -2.04 -0.34
B7 4604 8.7 4.62+£0.10 2.2 0.21 0.03
B8 56+4 7.1 59.5+1.3 2.2 -5.34 -0.78
B9 0.125 + 0.003 2.4 0.103 £ 0.017 16.5 21.8 1.27
Atacama Desert (Chile)
Bl 776+£2.2 2.8 81.1+£0.9 11 -4.35 -1.49
B2 79.1+24 3.0 820+£1.2 15 -3.51 -1.07
B3 76.6 + 2.6 34 78.3+1.4 1.8 -2.08 -0.54
B4 756 £2.7 3.6 79.7+15 1.9 -5.10 -1.31
BS 495+1.8 3.6 53.0+£1.0 1.9 -6.69 -1.75
B6 14605 34 1493 +0.16 11 -2.39 -0.68
B7 4.69 £ 0.17 3.6 4.69 + 0.05 11 -0.12 -0.03
B8 76.4£2.7 3.5 799+1.6 2.0 -4.39 -1.13
B9 0.91 +£0.03 3.3 0.861 + 0.022 2.6 5.31 1.21

The radiometric calibration of the OLI/Landsat-&hsar is well performed and it is

supported by preflight, post launch on-board, andougd reference data

(IRONS et al., 2012; ROY et al., 2014; CZAPLA-MYERSal., 2015). Standard
96



Landsat-8 data products provided by the USGS ER@&S€C consist of quantized and
calibrated scaled digital numbers (DN) representingltispectral image data. The
products are delivered in 16-bit unsigned integemft and can be rescaled to the TOA
reflectance and/or radiance using radiometric tasgacoefficients provided in the
product metadata file (MTL file). Thefable 4.11alsopresents the TOA radiance for
each of the nine spectral bands of OLI/Landsat#8veélé from the image. To convert
OLl/Landsat-8 data to TOA spectral radiance/reflace it was used the rescaling

factors provided by the metadata file, accordingrticess described gection 3.3.3

Table 4.12presentdoth the band-averaged TOA reflectance predicteMGYPTRAN
for the nine OLI/Landsat-8 and spectral baadsl TOA reflectancelerived from the
image of theDLI/Landsat-8.

Table 4.12. TOA reflectance predicted by MODTRAN and from imma@f the
OLI/Landsat-8 using Brazil and Atacama Desert sitethis table is also
presented the percent difference (Eggation 4.1) and theresidue (the
difference between the predicted value and therebdevalue, divided
by the associated uncertainty).

Band-averaged
TOA Reflectance . TOA Reflectance . .
Band predicted by Unce;rtalnty from OLI image Unce;rtalnty D|ff%rence Residue
MODTRAN [%] [unitless] [%] [%]
[unitless]
West of Bahia State (Brazil)
B1 0.135 + 0.005 3.7 0.1354 + 0.0014 1.0 -0.14 -0.04
B2 0.123 + 0.006 4.9 0.1237 £ 0.0017 14 -0.68 -0.14
B3 0.135 + 0.009 6.7 0.1346 + 0.0023 1.7 0.51 0.07
B4 0.183 +0.013 7.1 0.1869 + 0.0026 14 -2.19 -0.30
B5 0.293 + 0.026 8.9 0.298+ 0.006 2.0 -1.64 -0.18
B6 0.368 + 0.022 6.0 0.369 + 0.004 11 -0.40 -0.06
B7 0.261 + 0.020 7.7 0.260 + 0.006 2.3 0.40 0.05
B8 0.152 +0.010 6.6 0.152 +0.003 2.0 0.07 0.01
B9 0.00162 + 0.00004 2.5 0.00124 + 0.00021 16.9 30.7 1.78
Atacama Desert (Chile)

B1 0.196 + 0.006 3.1 0.1919 £+ 0.0021 11 2.33 0.76
B2 0.191 + 0.006 3.1 0.1894 + 0.0027 14 0.94 0.27
B3 0.198 + 0.007 35 0.196 + 0.004 2.0 0.71 0.18
B4 0.230 + 0.008 35 0.237 £ 0.004 1.7 -2.93 -0.74
B5 0.248 + 0.009 3.6 0.258 + 0.005 1.9 -3.62 -0.92
B6 0.287 £ 0.010 35 0.292 + 0.003 1.0 -1.56 -0.44
B7 0.270 £ 0.010 3.7 0.2720 £ 0.0027 1.0 -0.62 -0.17
B8 0.209 + 0.007 3.3 0.210 + 0.004 1.9 -0.24 -0.06
B9 0.0120 + 0.0004 3.3 0.01071 + 0.00027 2.5 12.3 2.69
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The results presented here are in percent differdioem between radiance and
reflectance values of OLIl/Landsat-8 sensor and phediction provided by the
reflectance-based approach, according to equation:

Measured — OLI
OLlI

Difference (%) = ( ]X1OO (4.1)

where: Measured are the ground-based data (TOA radiance or TOAectthce
predicted by MODTRAN); andLI are the data derived from OLI/Landsat-8 sensor

(using radiometric rescaling coefficients providedthe metadata file - MTL file). The
results are shown iRigure 4.13

Figure 4.13 Comparison of radiance/reflectance reported by/IGiddsat-8 and
radiance/reflectance predicted with the reflectavased approach. The

error bars in this graph are the uncertainties bf/@dsat-8 sensor
(5% in radiance and 3% in reflectance).
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OLl/Landsat-8 Band 9 (1360-1390 nm) provides detactof high-altitude cloud
contamination that may not be visible in other g@édands. This band contains a
strong water absorption feature and facilitates tledection of cirrus clouds in
OLI/Landsat-8 images. Cirrus clouds appear brighitevmost land surfaces will appear
dark through cloud-free atmospheres containing mxapor. Thus, the uncertainties of
OLl/Landsat-8 radiance measurements with band Brazil surface were high: 16.5%
(seeTable 4.1). Moreover, the band 9 uncertainty in the radiameasurement in
Chile, region that exhibit low amount of water, wast 2.6% (sedable 4.1). This
result clearly showed that it is essential usingagea that presents low values of water
vapor when performing the calibration of the OLWdsat-8 band 9. The authors in
Czapla-Myers et al. (2015), for example, showedcabbration in band 9 of the

OLIl/Landsat-8 sensor due to this fact (high watertent in the region).

The other spectral bands kigure 4.13showed agreement between OLI/Landsat-8 and
reflectance-based results. In the case of refleetaalues the agreement was between
0.07-2.19% and 0.24-3.62% in measurements in Brazd in Chile, respectively
(except for cirrus band). The agreement of thearazhk value was within 0.21% and
7.41% using the site in Brazil with the exceptiontioe cirrus band. In Chile the
absolute differences in the radiance in all spebtads, including the cirrus band, were
between 0.12-6.69%. The absolute differences betvtbe reflectance values are
smaller than the differences in radiance. Thesdtseewere similar to those presented by
Czapla-Myers et al. (2015) (sEeure 3.2).

4.1.5. MUX/WFI/CBERS-4 Radiometric Calibration

The reflectance-based approach calibration usimg stivrface located in Algodones
Dunes site has been performed with sensors on-bG&ERS-4.Table 4.13 and
Table 4.14presents the band-averaged TOA radiance for efaitte dour multispectral
bands of MUX/CBERS-4 and WFI/CBERS-4, respectivelgrived from the spectral
curve presented iffigure 4.12 These tables also present the average digitabaum

from the image for each spectral band.

Recalling that the measured area in SDSU site wasaen by MUX/CBERS-4 sensor
and, therefore, the MUX/CBERS-4 sensor did not aegan image of the area.
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Furthermore, as explained section 3.2.5to avoid the effect of sensor field of view
and misregistration errors in choosing the propeage pixel corresponding to the
reference surface, the SDSU site also was not tsethlibrate the WFI/CBERS-4
sensor. However, the results with this site weres@nted with the purpose of

understanding its characteristics.

Table 4.13.Summary of reflectance-based approach resultMidX/CBERS-4 using
Algodones Dunes site.

Band-averaged
Band TpOrﬁ d'?c{jtlgéag;e Uncci/rtainty NDigitbal Unc%/rtainty
MODTRAN %] umber %]
[W/(m?. sr-pm)]
Algodones Dunes (USA)
Blue 96+ 3 3.1 56.4+1.1 2.0
Green 108 +4 3.7 66.8+£1.6 2.4
Red 114 £5 4.4 74.2+19 2.6
NIR 91+4 4.4 66.7 £ 1.6 2.4

Table 4.14. Summary of reflectance-based approach results\Viel/CBERS-4 using
Algodones Dunes and SDSU sites.

Band-averaged
Band T;)r': di?géjagge Unceo/rtainty I\IDigitbaI Unceo/rtainty
MODTRAN %] umboer %]
[W/(m? sr-um)]
Algodones Dunes (USA)
Blue 96 + 3 3.1 258.8 £ 2.7 1.0
Green 108 £ 4 3.7 212.7+2.9 1.4
Red 114 +5 4.4 320£5 1.6
NIR 92+4 4.3 260 + 3 1.2
SDSU Site (USA
Blue 58.2+2.4 4.1 189 +9 4.8
Green 51.0+2.1 4.1 148 + 4 2.7
Red 36.9+2.2 6.0 138 £ 10 7.2
NIR 70.7£2.8 4.0 332+ 10 3.0

Previous works (BIGGAR et al., 1994) with the retence-based method indicated that

the method presented relative uncertainties of +&8d it estimated that improvements

should result in an uncertainty of £ 3% in the nhéddf the visible portion of the
spectrum (CZAPLA-MYERS et al., 2015). Here, as baen seen ifable 4.13and
Table 4.14 the uncertainty in the TOA radiance predicted i DTRAN ranged from
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3.1 to 4.4% in the four MUXCBERS-4 and WHFCBERS-4 spectral bands using
Algodones Dunes site. As expected, due to the teesghieved irsection 4.1.3 the

uncertainties were higher using the SDSU site: fdotnto 6.0%.

The radiometric calibration coefficienG (coefficient gain) was calculated for
Algodones Dunes site. At this part of the preseatkwwvas considered that tlodfset
coefficient was zero, then, th&quation 2.2 can be rewritten according to
Equation 4.2 This assumption can be made becauseotfsetis the radiance value
corresponding to the DN (digital number) equaléooz i.e. when there is no radiance in
the sensor aperture the expected value of DN ie.Z€&he Table 4.15 lists the

coefficientsG.

L
G, =—2 (4.2)
DN,

Table 4.15.Radiometric calibration coefficiel@ (coefficient gain) of MUX/CBERS-4
and WFI/CBERS-4 using Algodones Dunes site.

Band 2G Uncertainty 2G Uncertainty

[W/(m*~ sr-um)] [%] [W/(m*~ sr-pm)] [%]
Algodones Dunes (USA)
MUX WEI

Blue 1.71 +0.07 4.1 0.371+£0.013 3.5
Green 1.61 +£0.07 4.3 0.506 +0.020 4.0
Red 1.54 +0.07 4.5 0.357 £ 0.016 4.5
NIR 1.37 +0.07 5.1 0.354 +0.016 4.5

4.2. Cross-Calibration Method

The cross-calibration between MUX/CBERS-4 and WBHERS-4 sensors and the
OLl/Landsat-8 (reference sensor) was perforin@sked on simultaneous imaging of two
different sites: (alibya-4, Africa; and (b) Atacama Desert, Chiféne of the most

important steps during the cross-calibration is 8pectral Band Adjustment Factor

(SBAF) assessment

101



4.2.1. Spectral Band Adjustment Factor

The key to an accurate estimation of the SpectesldBAdjustment Factor (SBAF) is
the representation of the spectral profile of theget and the Spectral Response
Function (SRF) of the sensors. The two targets uisetlis work were Libya-4 and
Atacama Desert, which the hyperspectral TOA refleceé profile are presented in
Figure 3.22 and Figure 3.23 respectively. The SRF of MUX/CBERS-4,
WFI/CBERS-4 and OLI/Landsats®nsors are presentedHigure 2.3

The result of the simulated reflectance factordgsam for the spectral band blue of the
sensors MUX/CBERS-4, WFI/CBERS-4 and OLl/Landsafefitput quantity) for
Libya-4 site and for two different correlations (mmum and maximum) can be seen in
Figure 4.14 The results were similar to the other spectraldsa(green, red and NIR).
The simulated reflectance values in the MUX/CBER®de band for maximum
correlation and for Libya-4Hgure 4.149 were between 0.228 and 0.288. However, for
the same sensor, same band, same site, but differemelation (minimum)

(Figure 4.149 the simulated reflectance values ranged from@ia4,270.

The histogram shape gives further insight in to Hedavior of the data, i.e. the
histogram is an estimation of the probability dsition. Looking atFigure 4.14it can

be seen that the results for the simulated refteetavere distributed according to a
Gaussian (Normal). All normal distributions are ra@derized by two parameters: the
mean and the standard deviation. The evaluatioreatiichation of these two parameters
for each band of the sensors are presentddime 4.16andTable 4.17 These tables
present the MUX/CBERS-4, WFI/CBERS-4 and OLIl/Lanteisaaverage simulated
reflectance for the two reference surfaces usedhis work for cross-calibration
(Libya-4 and Atacama Desert). The results are ptegein the four analogous spectral
bands (blue, green, red and NIR) and for the tltifferent evaluated correlation

matrices (maximum, minimum and intermediate coti@he.
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Figure 4.14 Simulated reflectance factor histogram for thectijaé blue band and for

Libya-4 site. In (a) and (b) sensor OLI/Landsat-Bhwnaximum and
minimum correlation, respectively; (d) and (d) senMUX/CBERS-4
with maximum and minimum correlation, respectivél} and (f) sensor

WFI/CBERS-4 with maximum and minimum correlatioespectively.
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Table 4.16 Average MUX/CBERS-4, WFI/CBERS-4 and OLI/Land8asimulated
reflectance for Libya-4 site.

MUX/CBERS-4

# Maximum Correlation Intermediate Correlation Minimum Correlation
Band Simulated Uncertainty| Simulated Uncertainty| Simulated  Uncertainty
Reflectance (%) Reflectance (%) Reflectance (%)
Blue | 0.258 +£0.010 3.89 0.258 + 0.009 3.58 0.258 + 0.004 1.64
Red | 0.344+0.010 2.86 | 0.344 +0.009 2.57 0.344 +0.003 1.16
Green| 0.469 £+ 0.012 2.46 | 0.469 +0.010 2.33 0.469 + 0.005 1.24
NIR | 0.534 +0.016 3.00 | 0.534+0.013 2.37 0.534 + 0.005 1.40
WFI/CBERS-4
# Maximum Correlation Intermediate Correlation Minimum Correlation
Band Simulated Uncertainty| Simulated Uncertainty| Simulated  Uncertainty
Reflectance (%) Reflectance (%) Reflectance (%)
Blue | 0.261 +0.010 3.86 0.261 £ 0.009 3.36 0.261 + 0.004 1.40
Red | 0.342 +0.010 2.88 0.342 £ 0.009 2.50 0.342 + 0.003 1.00
Green| 0.472 +0.012 2.46 0.472 £0.011 2.23 0.472 +0.005 0.97
NIR 0.532 + 0.016 291 0.532 +0.013 2.36 0.532 + 0.005 0.87
OLl/Landsat-8
# Maximum Correlation Intermediate Correlation Minimu m Correlation
Band Simulated Uncertainty| Simulated Uncertainty| Simulated  Uncertainty
Reflectance (%) Reflectance (%) Reflectance (%)
Blue | 0.253 £0.010 3.99 | 0.253 +0.009 3.35 0.253 + 0.004 1.38
Red 0.347 £0.010 2.81 | 0.347 +£0.009 2.48 0.347 £ 0.004 0.99
Green| 0.465+0.011 2.46 | 0.465 +0.011 2.23 0.465 + 0.006 0.96
NIR | 0.591+0.014 244 | 0.591+0.014 2.46 0.591 + 0.008 0.91
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Table 4.17. Average MUX/CBERS-4, WFI/CBERS-4 and OLl/Landsasi®ulated
reflectance factor for Atacama Desert site.

MUX/CBERS-4

# Maximum Correlation Intermediate Correlation Minimum Correlation
Band Simulated Uncertainty Simulated Uncertainty Simulated Uncertainty
Reflectance (%) Reflectance (%) Reflectance (%)
Blue | 0.191 +0.006 3.08 0.1910 £ 0.0023 1.22 0.1910086@6 0.34
Red | 0.198 +0.007 3.41 0.1975 + 0.0027 1.35 0.197508M7 0.37
Green| 0.229 + 0.008 3.59 0.229 £ 0.004 1.57 0.2286 + 1000 0.45
NIR 0.245 + 0.009 3.59 0.245 + 0.003 1.27 0.2451 + @00 0.33
WFI/CBERS-4
# Maximum Correlation Intermediate Correlation Minimum Correlation
Band Simulated Uncertainty Simulated Uncertainty Simulated Uncertainty
Reflectance (%) Reflectance (%) Reflectance (%)
Blue | 0.191 +0.006 3.09 0.1907 £ 0.0024 1.25 0.190708@7 0.35
Red | 0.197 +£0.007 3.40 0.1971 + 0.0027 1.35 0.197108@7 0.37
Green| 0.229 +0.008 3.59 0.229 £ 0.004 1.58 0.2290 +£1000 0.45
NIR 0.244 + 0.009 3.59 0.244 + 0.003 1.28 0.2439 + @300 0.33
OLl/Landsat-8
# Maximum Correlation Intermediate Correlation Minimu m Correlation
Band Simulated Uncertainty Simulated Uncertainty Simulated Uncertainty
Reflectance (%) Reflectance (%) Reflectance (%)
Blue | 0.191 +0.006 3.05 0.1911 £ 0.025 1.33 0.1911 $O/0 0.39
Red | 0.198 +0.007 3.42 0.198 + 0.003 1.52 0.1977 £@00 0.44
Green| 0.230 +0.008 3.59 0.230 £ 0.004 1.89 0.2301 +1D300 0.58
NIR 0.248 + 0.009 3.60 0.248 + 0.005 2.05 0.2480 + D600 0.65

AccordingTable 4.16andTable 4.17the correlation value did not change the average
reflectance in each spectral band of the sensersxpected. In all cases, the average
reflectance remained the same. The only paramwdéichanged with the correlation is
the uncertainty. The uncertainty increases withctireelation. For example, for the blue
band the reflectance factor value at Libya-4 sité for MUX/CBERS-4 was 0.258 and
its uncertainty was 3.89% when it used the maxinoamelation (values equal to 1
throughout the correlation matrix). However, thecemainty was 3.58% and 1.64%
when it used intermediate (correlation ranged ffbénto 0.1) and minimum correlation,

respectively.

Once the simulated TOA reflectance is calculatedeach sensor, it is possible to
estimate the SBAF usingequation 2.26 In this case the OLl/Landsat-8 TOA
reflectance was divided by the MUX/CBERS-4 and WBIERS-4 TOA reflectance,

generating the SBAFs which are utilized to comptngae SRF differences between
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sensors. The result of the SBAF histogram derivehfthe Monte Carlo simulation for
the spectral blue band for Atacama Desert and Libyate and for two different
correlations (minimum and maximum) can be seefrigure 4.15 and Figure 4.16
Table 4.18and Table 4.19summarize the statistical results (average andtétsdard
deviation) of the SBAFs for both sites.

Figure 4.15 Simulated SBAF histogram used to compensate theXA¢BERS-4
TOA reflectance to match OLIl/Landsat-8 TOA reflexta. In (a)
Libya-4 site with maximum correlation; (b) Libyasite with minimum
correlation; (c) Atacama Desert site with maximuwrrelation; (d)

Atacama Desert site with minimum correlation.
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Figure 4.16 Simulated SBAF histogram used to compensate thd/GBERS-4 TOA
reflectance to match OLIl/Landsat-8 TOA reflectarice(a) Libya-4 site with
maximum correlation; (b) Libya-4 site with minimucorrelation; (c) Atacama
Desert site with maximum correlation; (d) AtacamesBxrt site with minimum

correlation.
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Table 4.18. SBAF and its uncertainty used to compensate theXMIBERS-4 TOA
reflectance to match OLI/Landsat-8 TOA reflectance.

Libya-4
# Maximum Correlation Intermediate Correlation Minimum Correlation
Band SBAF Unc(eo/[)t)ainty SBAF Unc(%/rot)ainty SBAF Unc(%/rot)ainty
Blue 0.9818 + 0.0010 0.10 0.982 + 0.005 0.51 0.982 1.0 0.73
Red 1.0083 + 0.0006 0.06 1.008 + 0.003 0.30 1.008 £B.0 0.48
Green| 0.99236 + 0.00008 0.01 0.992 + 0.004 0.38 0.99206D 0.66
NIR 1.108 + 0.006 0.56 1.108 + 0.020 1.79 1.108 +0.015 1.37
Atacama Desert
# Maximum Correlation Intermediate Correlation Minimum Correlation
Band SBAF Unc(eo/zt)ainty SBAF Unc(eo/r:;linty SBAF Unc(eo/r:;linty
Blue 1.0007 +0.0003 0.03 1.0007 +£0.0013 0.13 1.00070818 0.18
Red 1.00112 + 0.00016 0.02 1.0011 £ 0.0013 0.13 1.6000018 0.18
Green| 1.006230 + 0.000021 0.002 1.0062 £ 0.0021 0.21 61400.003 0.32
NIR 1.01180 + 0.00011 0.01 1.012 + 0.005 0.49 1.012086 0.59
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Table 4.19. SBAF and its uncertainty used to compensate thé/GBERS-4 TOA
reflectance to match OLI/Landsat-8 TOA reflectance.

Libya-4
# Maximum Correlation Intermediate Correlation Minimum Correlation
Band SBAF Unc(c(a)/rot)ainty SBAF Unc(eo/:)t;elinty SBAF Unc(eo/:)t;elinty
Blue 0.9721 +0.0013 0.13 0.972 £ 0.006 0.59 0.972 1.0 0.71
Green| 1.0151 +0.0007 0.07 1.015 £ 0.003 0.32 1.015 9.0 0.48
Red | 0.98622 + 0.00006 0.01 0.986 + 0.005 0.49 0.98606D 0.71
NIR 1.111 + 0.005 0.47 1.112 +0.021 1.88 1.111+0.015 1.38
Atacama Desert
# Maximum Correlation Intermediate Correlation Minimum Correlation
Band SBAF Unc(eo/r:)ainty SBAF Unc(eo/zt)ainty SBAF Unc(eo/zt)ainty
Blue 1.0020 + 0.0004 0.04 1.002 £ 0.0014 0.14 1.002m4618 0.18
Green| 1.00339 +0.00019 0.02 1.003 £ 0.0015 0.15 1.0084018 0.18
Red | 1.00438 +0.00005 0.005 1.004 + 0.0022 0.22 1.004063 0.33
NIR | 1.01688+0.00012 0.01 1.017+ 0.005 0.49 1.017+®.00 0.61

The average TOA reflectanc@able 4.16and Table 4.17 and the average SBAF in
each spectral bandT#ble 4.18 and Table 4.19 did not change with different
correlation values as expected. As in the previassilts, the statistic parameter that
changes with the correlation is the uncertaintye Thrrelation and the uncertainty of
the SBAF have an inverse relationship: the higloeretation, the lowest is the SBAF
uncertainty. For example, the uncertainty of théABBAIUX/OLI for the blue band and
for the Libya-4 site was 0.10%, 0.51% and 0.73% rfaximum, intermediate and

minimum correlation, respectively.

Chander et al (2013a) evaluated the uncertaintd®erént in the cross-calibration
process, including contributions due to differgméctral responses, spectral resolution,
spectral filter shift, geometric misregistratioram)d spatial resolutions. The authors
suggested that the spectral uncertainty (spedite §hift) is more dominant compared
to other uncertainties (within 2.5%). Chander et(a013b) derived the SBAF using
Hyperion/EO-1lifetime data sets and their standateviations were between
0.07-1.09%. Here, the uncertainties of the SBAFgyed from 0.002% to 0.73%, for
blue, green and red spectral bands, compatible Wi values presented by
Chander et al. (2013b). However, here the NIR bpresented higher uncertainties
(1.88%). The NIR band is the one with greatest Bpke&esponse Function (SRF)
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difference between the MUX/CBERS-4, WFI/CBERS-4 dntl/Landsat-8 sensors
(seeFigure 2.3). This would be the reason to present highest SBAdertainties.

Lastly, even for similar surface cover types theAEB were not identical from site to
site. For Atacama Desert site and for NIR bandges@mple, the MUX/OLI/SBAF was
equal to 1.012. However, for the same band butd-ib\site the MUX/OLI/SBAF was
equal to 1.108. This supports the concept that SBéddpends on the spectral profile of
the target. The accuracy of SBAF depends on how thel hyperspectral sensor
describes the spectral signature of the target.fif@ize the cross-calibration, the
uncertainties considered were the intermediateer(mediate correlation). Thus, the

final uncertainty is neither overestimated nor usdémated.

4.2.2. MUX/WEFI/CBERS-4 Radiometric Calibration

The cross-calibration results between MUX/WFI/CBER&Nd Landsat-8 using images
acquired from Libya-4 and Atacama Desert sites banseen inTable 4.20 and
Table 4.21 In order to convert the DN values of the OLI/Laati8 image to TOA
radiance/reflectance the methodology describedsantion 3.3.3was applied. The
radiance values of the MUX/CBERS-4 and WFI/CBERSe#sorsL ,vux and L wri,
were estimated usingquation 3.15 i.e. the radiance values were obtained from the

OLI/Landsat-8 sensor radiande,oy.

Table 4.20 Summary of cross-calibration results for MUX/CB&R using Libya-4
Dunes and Atacama Desert sites.

TOA Radiance Uncertainty Digital Uncertainty
Band from OLI (%] Number [%]
[W/(m? sr-um)] ’ ’
Libya-4
Blue 147 £ 9 6.1 903 3.3
Green 183+ 11 6.0 112 +4 3.6
Red 214 +£13 6.1 1314 3.1
NIR 171 +11 6.4 118+ 3 2.5
Atacama Desert (Chile)
Blue 124 +7 5.6 74.0+1.1 15
Green 122 +7 5.7 76.8+1.2 1.6
Red 122+ 7 5.7 78.0+£1.2 15
NIR 92+5 5.4 65.8+ 1.0 1.5
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Table 4.21. Summary of cross-calibration results for WFI/CBERSusing Libya-4

Dunes and Atacama Desert sites.

B TOA Radiance Uncertainty Digital Uncertainty
and from OLI [%] Number (%]
[W/(m?- sr-um)] 0 0

Libya-4
Blue 149+9 6.0 37912 3.2
Green 182 + 11 6.0 373+12 3.2
Red 214 +13 6.1 590 £ 17 2.9
NIR 173+ 11 6.4 495 + 13 2.6
Atacama Desert (Chile)

Blue 124 +7 5.6 3324 1.2
Green 122 +7 5.7 274 + 4 1.5
Red 122+ 7 5.7 3515 14
NIR 93+5 5.4 289 + 4 1.4

The final uncertainty in the TOA radiance predichgdOLI/Landsat-8 sensor was lower
than 6.4% and 5.7% in the four MUX/CBERS-4 and WBERS-4spectral bands
using Libya-4 and Atacama Desert sites, respegtiv€hese are the overall total
uncertaintyusing the cross-calibration method with each ofdites. Thereby, it can be
concluded that the dominant source of uncertaintynd the cross-calibration method
is the uncertainty associated with the sensor chasereference. As mentioned earlier
in the section 3.3.5the OLI/Landsat-8 calibration is well definedtliv6% in terms of
absolute at-aperture spectral radiance (IRONS e2@12; ROY et al., 2014). Thus, one
of the disadvantages of cross-calibration is tiha& @ncertainty of the sensor to be

calibrated will be higher (or at least equal t@rthhe reference sensor.

For each calibration site (Libya-4 and Atacama [Desdées) it was calculated the
radiometric calibration coefficier@® (coefficient gain). In this part of the presentriwa
was considered that tldfsetcoefficient was zero (sdequation 2.2). This assumption
can be made because thigsetis the radiance value corresponding to the DNit@lig
number) equal to zero, i.e. when there is no radiam the sensor aperture the expected
value of DN is zero. Th&able 4.22lists the coefficient$ for each reference surface.
Remembering, in the next section the combinatioralbfresults obtained with this
technique (cross-calibration) and with the techaiqpf reflectance-based approach
(described in the previous section) was performed.
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Table 4.22.Radiometric calibration coefficiel@ (coefficient gain) of MUX/CBERS-4
and WFI/CBERS-4 | using Libya-4 and Atacama Desipets.

Band 2G Uncertainty 2G Uncertainty
[W/(m*®-srpum)] [%0] [W/(m*- sr-pm)] [%0]
Libya-4

MUX WFI
Blue 1.65 +0.12 7.3 0.394 +0.028 7.1
Green 1.63+0.11 6.7 0.489 + 0.034 7.0
Red 1.62 +0.11 6.8 0.363 +0.024 6.6
NIR 1.46 +0.10 6.8 0.349 +0.023 6.6

Atacama Desert (Chile)

MUX WEFI
Blue 1.68 +£0.10 6.0 0.375 +0.022 5.9
Green 1.58 + 0.09 5.7 0.445 +0.026 5.8
Red 1.56 + 0.09 5.8 0.346 +0.019 5.5
NIR 1.40 +0.08 5.7 0.322 +0.018 5.6

The value of the gain coefficient of each sensayukh be the same (within the
estimated uncertainty) for both reference surfacebalso equal to the gain determined
with the reflectance-based approach, $eble 4.15 The uncertainties values were
quoted as one-sigma (1-sigma) percentages (cowidivel of 68.3 %). The gain
coefficients for MUX/CBERS-4 sensor in the four sfpal bands are all statistically the
same considering “one-sigma”. For example, in th#&R Nband and using the
reflectance-based approach (Sedble 4.15 the gain coefficients was 1.37 + 0.07. This
means the gain in this band may vary from 1.30 .@1 {with confidence level of
68.3%), which presents intersection with the gastugs determined in this same
spectral band but with cross-calibration techniqliee gain using Libya-4 site was
1.46 £ 0.10 (from 1.36 to 1.56) and using Atacanesddt site was 1.40 £ 0.08 (from
1.32t0 1.48).

The gain coefficients for WFI/CBERS-4 sensor in tilae, red and NIR band are
statistically the same considering “one-sigma”. ldwer, the coefficients for
WFI/CBERS-4 sensor in the green are statisticdiy $ame considering “two-sigma”
(confidence level of 95,45%). For the green band asing the reflectance-based
approach (sed@able 4.15 the gain coefficients was.506 + 2x 0.020 (from 0.466 to

0.546). The gain using Atacama Desert site was +2x0.026 (from 0.393 to 0.497)
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and using Lybia-4 site was.489 +2x0.034 (from 0.421 to 0.557). The coefficients
estimated with each technique are statisticallyabdnecause there was intersection

between the values.

Obviously, the more calibration points selectederexcurate are the calibration results.
In this part of the work the radiometric coefficienvere estimated using only one point
for the purpose of checking the individual reswitseach calibration site. However, in
the next section the combination of all results aot#d with this technique
(cross-calibration) and with the reflectance-basgiproach was performed. This
combination of the results also allowed evaluativitether theoffset coefficients in

each spectral band was compatible with zero.
4.3. Combination of techniques

The calibration coefficients;; and offset, for the MUX/WFI/CBERS-4 sensors were
computed by linear regressing of their predicteesesmisor radiances against the
measured raw counts. The measurements over Algedomees, Libya-4 and Atacama
Desert were used together during the regressiatedwoe to achieve a greater dynamic
range. The regression slope provides the radiomg#ins of the sensors. Two sets of
calibration slopes were computed: one using thedsta linear fit with an offset term,
and second without an offset term, where the limegression is forced through origin.
The two sets of regression plots for the MUX/WFIERS-4 bands are shown in
Figure 4.17 and Figure 4.18 respectively. The calibration coefficients dedviEom
these linear regressions are listedTeible 4.23 The linear fitting was implemented

using the Method of Least Squares as describsddtion 2.4
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Radiance [W/(rft srum)]

Figure 4.17.Radiometric calibration of MUX/CBERS-4.
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Figure 4.18.Radiometric calibration of WFI/CBERS-4.
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Table 4.23.Linear fits results corresponding to the plotsvehian Figure 4.17 and

Figure 4.18
Fit Equation: _ ) _
L =G, x ND, + offset Fit Equation: L, = G, x ND,
[free intercep] [forced zero intercept]
Intercept
Slope Gi 2 Slope G 2
Band [W/(mg-sS%)] [W/((‘zgfgm)] R® X [W/(mg- srﬁr?m)] R® e
MUX/CBERS-4
Blue 1.56 £ 0.29 8+18 1.00 0.0 1.69 £0.05 0.99.11
Green 1.63 £0.30 -2+ 22 0.99 0.11 1.61 £0.05 1.00.06
Red 1.73£0.27 -14 £ 22 1.00 0.0 1.57 £0.05 0.9919
NIR 1.55+0.24 -11+£17 0.99 0.1p 1.40 £ 0.05 0.9926
WFI/CBERS-4
Blue 0.42 £ 0.07 -13+21 099 017 0.375+0.010 0.9828
Green 0.41 £0.08 18+ 18 0.84 253 0.484+0.014 0.8976
Red 0.37 £0.06 -5+ 20 0.99 0.2b 0.354 +0.011 0.9916
NIR 0.34 £0.05 0+15 0.92 1.8f 0.342+£0.011 0.9%94
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It is important to emphasize that in this work tlevel 1 (L1) image was used, i.e., the
calibration coefficients estimated herein shouldapplied to L1 MUX/WFI /CBERS-4
images. Therefore, the radiometric coefficients ey invalidated if the Level 1
processing of the MUX/WFI/CBERS-4 images change.

For MUX/CBERS-4 sensor, thatercept coefficientin the fit with free interceptvere

(8 £ 18), (-2 22), (-14 + 22) and (-11 + 17) fband blue, green, red and NIR,
respectively.For WFI/CBERS-4 sensor, thatercept coefficientsn the fit with free
interceptwere (-13 = 21), (18 £ 18), (-5 + 20) and (0 + i&) band blue, green, red and
NIR, respectively. Then, aking into account the uncertainties, afletintercept
coefficients (with free intercept) were consistenth zero, indicating that theffset
from Equation 2.2 could be zero, i.e. there was no statistical ewtdefor using offsets
other than zero for all spectral bands on both asng his result was expected, since
when there is no incident energy on the sensortagethe expected response is zero.
Regarding the gain coefficients, the uncertainteegyed from 15% - 20%. Note that in

this fitting, with free interceptthe degree of freedom was one.

The zero-intercept linear fits yield very good dméénts of determination, ranging
from 0.89 to 1.00, in all four spectral bands of KWKCBERS-4and WFICBERS-4 The
degree of freedom of the second fittirgero-interceptis equal two. In this case are

expected values ofy?, between 0.05 and 2.6, with a 90% confidence iaterv

(VUOLO, 1996). All values of reduced chi-squardalfle 4.23 are within the range of
acceptable values, indicating that the uncertan#ee correctly estimated, and the

function used represents well the data set.

The gain coefficients (forced zero-intercept) wer€9, 1.61, 1.57 and 1.40 for
MUX/CBERS-4 and 0.375, 0.484, 0.354 and 0.342 fdafINVBERS-4 spectral bands
blue, green, red and NIR, respectively, in unitgWf(m2-srum)]. These coefficients
were determined with uncertainties within 2.7% 698.for all spectral bands on both
sensorsin this fit, with zero-intercepthe degree of freedom is two. Furthermore, these
coefficients agreed with the results obtained wlch of the individual techniques (see
Table 4.15andTable 4.22. To facilitate interpretation of the resultskigure 4.19and
Figure 4.20is presented the graph of the gain coefficientsM&X/CBERS-4 and
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WFI/CBERS-4 sensors, respectively, determined tjinaeach of the sites and also with
the combination of techniques.

Figure 4.19. Gain coefficients of the MUX/CBERS-4 spectral bands
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Figure 4.20. Gain coefficients of the WFI/CBERS-4 spectral bands
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4.4. Validation of the MUX/WFI/CBERS-4 Radiometric Calibration

Coefficients

As mentioned earlier, the calibration coefficierlidgation was performed using
cross-calibration techniques. A comparison was doetveen ETM+/Landsat-7 and
at-sensor reflectance derived from MUX/CBERS-4 #vidl/CBERS-4measurements.
To convert the DN values of the ETM+/Landsat-7 iemgo TOA reflectance the
methodology presented in Chander et al. (2009) wpglied. To determine TOA

reflectance from MUX/CBERS-4 and WFI/CBERSithages Equation 2.5 was
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applied. The spectral radiance at the sensor'stumpewas estimated by applying
Equation 2.2 where the calibration coefficients; and offset, are shown in
Table 4.23 The solar exoatmospheric spectral irradiancesMfX/CBERS-4 and
WFI/CBERS-4 bands are summarizedTiable 3.9 Figure 4.21 shows a graphic of
ETM+/Landsat-7 TOA reflectance as a function of MCBERS-4 and WFI/CBERS-4
TOA reflectance values for the five ROIs using @evith zero-intercept linear fits.

Figure 4.21. TOA reflectance comparison between ETM+/Landsat-id a
MUX/CBERS-4 and WFI/CBERS-4 after application of tSBAF.
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As can be seen irigure 4.21, the relationship between ETM+/Landsat-7 TOA
reflectance and MUX/WFI/CBERS-4 TOA reflectance wiagar, indicating that the
sensor systerfdetector, amplifiers, converters, ete¥ponse is linear. Furthermore, the
reflectance values of the three sensors (ETM+/Latnds MUX/CBERS-4 and
WFI/CBERS-4) are compatible within the associatadentainty.Table 4.24provides
the percentage differences in TOA reflectance o€ thve ROIs between
MUX/WFI/CBERS-4 and ETM+/Landsat-7 similar bandgeafapplied the spectral

band adjustment factor. A negative sign in theedédhce indicates that the value
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measured by the ETM+/Landsat-7 sensor band wasehitftan the corresponding
CBERS-4 sensors bands.

Table 4.24.Landsat-7 and CBERS-4 percentage difference in T€flectance of the

five ROls.
Band Diff After SBAF Diff After SBAF Diff After SBAF Diff After SBAF
ETM+/MUX ETM+/WFI ETM+/MUX ETM+/WFI
L, =G, x ND, + offset L, =G, x ND,
ROI 1
Blue 4.40 % -4.24 % 0.87 % 1.85%
Green 6.10 % 12.84 % 7.85 % 0.43 %
Red -7.82 % 0.65 % 4.45 % 4.15 %
NIR -9.36 % -1.43 % 1.95% -0.85 %
ROI 2
Blue 1.73% -0.93 % 0.72 % 1.09 %
Green 3.76 % 3.85% 4.69 % -1.12 %
Red -3.09 % -1.24 % 237 % -0.08 %
NIR -4.31 % -4.47 % 0.50 % -3.91 %
ROI 3
Blue -1.23 % -3.01 % -1.51 % -2.10 %
Green 0.55 % 2.37% 1.05% -3.50 %
Red -1.56 % -1.91 % -0.55 % -2.35%
NIR -2.84 % -7.70 % -2.66 % -7.16 %
ROl 4
Blue 0.81 % -0.97 % 0.20 % 0.42 %
Green 2.96 % 1.81 % 3.70% -1.42 %
Red -2.44 % -2.03 % 1.32% -1.46 %
NIR -2.85 % -5.80 % -0.02 % -5.25%
ROI 5
Blue 0.01 % -1.38 % -0.77 % 0.17 %
Green 1.46 % -1.14 % 2.12 % -3.92 %
Red -3.23 % -1.69 % -0.92 % -1.71 %
NIR -3.32 % -6.69 % -2.33% -6.14 %

On average the absolute difference between MUX/CBERand EMT+/Landsat-7 in
the analogous bands was 3.2#d 2% when it was used the calibration coeffigent
determined withfree intercept and when forced zero intercept, aesgely. The
absolute difference between WFI/CBERS-4 and EMTrdlsat-7 was on average 3.3%
and 2.5% withfree intercept and forced zero intercept, respelstivThis result
reinforces the idea that the coefficiaritset from Equation 2.2 is zero (as mentioned
earlier), since the difference between MUX/WFI/CEER and EMT+/Landsat-7 was

lower when it uses only the gain coefficiefir¢ed zero intercept).
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A convenient way to assess the consistency of tlessdts is to compare them with the
calibration uncertainties. As mentioned Bection 3.4 the absolute calibration

uncertainties in the spectral bands of the EMT+dsat-7 are specified to be within
5% (MARKHAM and HELDER, 2012). Furthermore, the ernainties in the

MUX/CBERS-4 and WFI/CBERS-4ain coefficients for zero-intercept linear fits
ranged from 2.7% to 3.6%, therefore, the associategrtainties cover the differences.
Thus, in all four MUX/WFI/CBERS-4 spectral bandsese results were well within the
specified calibration uncertaintieRemembering that thencertainties values were

quoted with confidence level of 68.3 % (as one-sigrarcentages).
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5 CONCLUSIONS AND RECOMMENDATIONS

Remote sensing sensors need to be radiometricat@iibif the data generated by them
are used for quantitative investigations. The alisoladiometric calibration relates the
digital number to the average incident radianceaoh spectral band of the sensor. The
main objective of the present work was to develapatistical methodology to evaluate
the uncertainties inherent in the in-flight abseluadiometric calibration of Earth
observation sensors. Several sources of uncedsiittherent in the reflectance-based
approach and the cross-calibration method procags been quantified in the spectral
region of the visible, near-infrared and short wafeared. In this section the
conclusion reached are presented. Additionallyprder to improve future works on this

topic some relevant recommendations were alsodedu

The methodology developed and tested confirms tyeothesis that the method
proposed here is compatible and comparable witlerothethods practiced by the
international science community of satellite radednec calibration. The Monte Carlo,
for example, proved to be efficient method to eatgruncertainties in some parts of the
absolute radiometric calibration process. In faot,certain parts of the calibration
process, where there are correlations betweemfhés variables and/or the system is
nonlinear, the Monte Carlo might be more approprifian the classical approach. In
future studies it is suggested to use Monte Carthod to assess the uncertainties

taking into account all stages of a complete alteatalibration mission.

In addition, Brazil now has autonomy and reliakilit the data provided by sensors of

national Earth observation program.

(a) Regarding the reflectance-based approach:

v It is important to characterize in the laboratolyimstruments that are used in

the fieldwork to ensure reliability in the measusstsacquired with them;

v' The spectroradiometer instrumental uncertaintiesewewer than 1% in the

spectral range of 350 to 2500 nm. When performiagous measurements in
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laboratory under exactly the same conditions talte variations obtained with

the FieldSpec were minimal,

Suitable calibration of the reference panel is neguto assure valid reflectance
factor data. Then, it is essential that the refezgmanel to be calibrated since the
panels do not reflect all of the incidence radmatfthe panel reflectance factor is
not one or the same at the entire spectrum), artdefy its reflectance can be

dependent on the illumination angle. The refergueneel relative uncertainties

were within 0.03%0.21%in the spectral range of 350 to 2500 nm;

The columnar water vapor was derived from the spkdtand of the solar
photometer centered at 940 nm using a modified legngpproach with a
relative uncertainty lower than 5%. In general, ther studied sites presented
low aerosol loading and the aerosol optical dept@@) relative uncertainties
ranged from 2-12% in Brazil, 1-5% in Chile, 1-11%06Algodones Dunes and
lower than 1.2% in SDSU sitelThe aerosol concentration can be obtained
through the AOD at 550 NMierossolzscnm With an uncertainty between 8% and
44% or through the visibility (VIS) with a uncemdy within 3-9%. The AOD
uncertainties may seem high, but the most importet their impact on
MODTRAN performance (discussed below);

The main component of the reflectance-based meihdhke retrieved surface
reflectance at the time that the sensor overpassdéke reference surface. The
relative uncertainty of the Algodones Dunes andcAmaa Desert reflectance
factors was lower than 5%; and the relative unadstaf the Brazil and SDSU

reflectance factors ranged from 3% to 10%;

The reflectance-based approach characterizes th@sphere and the reference
surface of a test site to use as inputs in a ladistansfer mode (MODTRAN)
to predict at-sensor radiance. These two parameteliected during the

fieldwork were estimated with the associated umeties; therefore, it is also
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necessary to verify the impact of the input par&msetuncertainties on
MODTRAN;

In addition to the MODTRAN uncertainty itself, fiv@thers source of
uncertainty were considered: (i) the reflectanaetdiaof the surface; (ii) the
aerosol optical depth; (iii) the water vapor coluatmundance; (iv) the ozone;
and (v) the horizontal visibility. All sources ofncertainties depend on the
wavelength. The main source of uncertainty wasstiméace reflectance factor
(reported above). The second major source of umogyt for the four
calibration sites, was the accuracy of MODTRAN lit§2%). The uncertainty
related to both the visibility and the aerosol praed similar spectral behavior.
Uncertainties related to water and ozone contemssexpected, affect the
spectral regions that are influenced by water vapar ozone, respectively, and

these uncertainties were less significant

The calibration through reflectance-based approeh much more sensitive to
the surface reflectance characterization than thespheric characterization
parameters. However, as previously mentioned, tiheospheric conditions

parameters are required for accurate results;

The final uncertainty of the TOA radiance predictgdMODTRAN in Brazil
and in SDSU was lower than 10%. The final uncetyaof the TOA radiance
predicted by MODTRAN in Atacama Desert and in Algnds Dunes site was
lower than 5.5%. These values are the overall totatertainty of the

reflectance-based method in the spectral rangé®@t&2400 nm,;

The results demonstrated that both reference ssgflacated in South America
(Chile and Brazil) can be utilized as a radiometatbration test site for optical
sensors in the solar reflected spectrum. HowekierAtacama Desert in Chile is
more appropriate since the uncertainties were nhmekr than those estimated

in the Brazil surface;
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(b) Regarding the OLI/Landsat-8 radiometric calibratiesults:

v' The results presented here were in the form oftivelapercent) difference

between radiance and reflectance valmessured by OLI/Landsat-8 sensor and
the prediction provided by the reflectance-basegr@gch. The absolute
differences between the reflectance values werdlenthan the differences in
radiance. In the case of reflectance values theeagent was less than 3.6%
(except for cirrus band). The agreement of thearach value was within 0.1%

and 7.4% (except for cirrus band);

(c) Regarding the cross-calibration method:

v

It is indispensable to select a well spectral ctiar&zed reference surface, since
the differences in Spectral Response Function (SRREyeen the sensors must
be quantified. This compensation can be achievetthdyise of the SBAFs. The
SBAF are developed for the analogous spectral bahdlse involved sensors
To estimate the SBAF the spectral signature ofténget (reference surface)
must to be known during the overpass time. Thergetation of the spectral
profile of the target can be obtained from groundasurements or from an
on-orbit hyperspectral sensor (Hyperion/EO-1 senfwrexample). These two

approaches were used in this work;

The SBAFs were developed for analogous OLl/Lan8satand
MUX/WFI/CBERS-4 spectral bands. The results suggkshat the uncertainty
of the SBAF is dependent on the correlation betwdeninput variables: the
higher correlation, the lower the SBAF uncertairffpr maximum correlation
(values equal to one throughout the correlationrigjathe uncertainties ranged
from 0.002% to 0.56%. Moreover, the uncertaintiesemwithin 0.18% to 1.38%
when it was considered minimum correlation (valagsal to zero throughout
the matrix, except for the main diagonal that cmstaalues of 1). The accuracy
of SBAF depends on how well the hyperspectral sedsfines the spectral

signature of the target and also of the SRF unogyta
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v’ The cross-calibration between both MUX/CBERS-4 Wiel/CBERS-4 and the
OLl/Landsat-8 on-board Landsat-8 was performed gudine Libya-4 and
Atacama Desert sites. The uncertainty in crosdcdlon (the TOA radiance
estimated from OLI/Landsat-8 sensor) using the aidyand Atacama Desert
sites was lower than 6.4%. The dominant source rmfedainty during the
cross-calibration method is the uncertainty assediavith the sensor chosen as
the reference. The OLl/Landsat-8 (reference senssed here) produces
calibrated data with uncertainty of less than 5%him radiance for each of the

spectral bands;

(d) Regarding the CBERS-4 radiometric calibration (coration of techniques):

v' The in-flight absolute calibration coefficients fahe MUX/CBERS-4 and
WFI/CBERS-4 sensors were computed by linearly =sing their predicted
at-sensor radiances against the measured digitabeufrom the image. The
measurements over Algodones Dunes, Libya-4 andaAtacDesert sites were
used together during regression to achieve a grdgtemic range. There was
no statistical evidence for using offsets othentharo for all spectral bands on
both sensors;

v' The gain coefficients are now available: 1.69 #50.0.61 + 0.05, 1.57 + 0.05
and 1.40 + 0.05 for MUX/CBERS-4 and 0.375 + 0.000484 + 0.014,
0.354 + 0.011 and 0.342 + 0.01dr WFI/CBERS-4 spectral bands blue, green,
red and NIR, respectively, in units of [WAmarum)]. These coefficients were
determined with relative uncertainties lower tha@f3. It is noteworthy that this
current work is the first one to present the uraety in the CBERS sensors
series calibration. Thus, the results achieved hare considered an
importantprogress in the calibration of the Brazilian andinéke satellite

SEeNsors;
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v It is important to emphasize the need to presete accuracy of the
MUX/CBERS-4 and WFI/CBERS-4 absolute radiometriclibzation by
recalibration on-orbit regularly. It is necessaoy gerform evaluations of the
sensor radiometry once on-orbit, as well as durimgperational life time, to

ensure the on-orbit radiometric stability of thetmments;

(e) Regarding the Validation of the MUX/WFI/CBERS-4 iauetric calibration

coefficients:

v It is recommended to use the reflectance measutsntenvalidate the data
acquired with the sensors instead of radiance #atstly, the TOA reflectance
corrects for the variation in the Earth-Sun diseahetween data acquisition.
Secondly, the TOA reflectance removes the cosinkeciefof different
illumination angle (solar zenith angle). Lastlye thOA reflectance compensates

the different values of the exoatmospheric soladiance;

v’ A procedure to validate the estimated coefficiemtas performed using
cross-calibration techniques. On average the pedisagreement between the
EMT+/Landsat-7 and at-sensor reflectance reporsagiguhe above mentioned
coefficients calibration of MUX/CBERS-4 and WFI/CBB-4 was,
respectively, 2% and 2.5% (after application of spectral band adjustment).
These outcomes indicate good agreement with thel wveslcepted
EMT+/Landsat-7results.
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