
sid.inpe.br/mtc-m21b/2016/07.06.18.43-TDI

EXTRACTING BEHAVIORAL PROFILES FROM
CITIZEN SCIENCE USAGE LOGS

Alessandra Marli Maria Morais

Master’s Dissertation for the
Graduate Program in Applied
Computing, advised by Dr.
Rafael Duarte Coelho dos Santos,
approved in June 29, 2016.

URL of the original document:
<http://urlib.net/8JMKD3MGP3W34P/3M32MFH>

INPE
São José dos Campos

2016

http://urlib.net/xx/yy


PUBLISHED BY:

Instituto Nacional de Pesquisas Espaciais - INPE
Gabinete do Diretor (GB)
Serviço de Informação e Documentação (SID)
Caixa Postal 515 - CEP 12.245-970
São José dos Campos - SP - Brasil
Tel.:(012) 3208-6923/6921
Fax: (012) 3208-6919
E-mail: pubtc@inpe.br

COMMISSION OF BOARD OF PUBLISHING AND PRESERVATION
OF INPE INTELLECTUAL PRODUCTION (DE/DIR-544):
Chairperson:
Maria do Carmo de Andrade Nono - Conselho de Pós-Graduação (CPG)
Members:
Dr. Plínio Carlos Alvalá - Centro de Ciência do Sistema Terrestre (CST)
Dr. André de Castro Milone - Coordenação de Ciências Espaciais e Atmosféricas
(CEA)
Dra. Carina de Barros Melo - Coordenação de Laboratórios Associados (CTE)
Dr. Evandro Marconi Rocco - Coordenação de Engenharia e Tecnologia Espacial
(ETE)
Dr. Hermann Johann Heinrich Kux - Coordenação de Observação da Terra (OBT)
Dr. Marley Cavalcante de Lima Moscati - Centro de Previsão de Tempo e Estudos
Climáticos (CPT)
Silvia Castro Marcelino - Serviço de Informação e Documentação (SID) DIGITAL
LIBRARY:
Dr. Gerald Jean Francis Banon
Clayton Martins Pereira - Serviço de Informação e Documentação (SID)
DOCUMENT REVIEW:
Simone Angélica Del Ducca Barbedo - Serviço de Informação e Documentação
(SID)
Yolanda Ribeiro da Silva Souza - Serviço de Informação e Documentação (SID)
ELECTRONIC EDITING:
Marcelo de Castro Pazos - Serviço de Informação e Documentação (SID)
André Luis Dias Fernandes - Serviço de Informação e Documentação (SID)

pubtc@sid.inpe.br


sid.inpe.br/mtc-m21b/2016/07.06.18.43-TDI

EXTRACTING BEHAVIORAL PROFILES FROM
CITIZEN SCIENCE USAGE LOGS

Alessandra Marli Maria Morais

Master’s Dissertation for the
Graduate Program in Applied
Computing, advised by Dr.
Rafael Duarte Coelho dos Santos,
approved in June 29, 2016.

URL of the original document:
<http://urlib.net/8JMKD3MGP3W34P/3M32MFH>

INPE
São José dos Campos

2016

http://urlib.net/xx/yy


Cataloging in Publication Data

Morais, Alessandra Marli Maria.
M791e Extracting behavioral profiles from citizen science usage

logs / Alessandra Marli Maria Morais. – São José dos Campos :
INPE, 2016.

xxii + 104 p. ; ( sid.inpe.br/mtc-m21b/2016/07.06.18.43-TDI)

Dissertation (Master in Applied Computing) – Instituto
Nacional de Pesquisas Espaciais, São José dos Campos, 2016.

Guiding : Dr. Rafael Duarte Coelho dos Santos.

1. Citizen science. 2. Data science. 3. Cluster analysis. I.Title.

CDU 004.2

Esta obra foi licenciada sob uma Licença Creative Commons Atribuição-NãoComercial 3.0 Não
Adaptada.

This work is licensed under a Creative Commons Attribution-NonCommercial 3.0 Unported
License.

ii

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/deed.pt_BR
http://creativecommons.org/licenses/by-nc/3.0/deed.pt_BR
http://creativecommons.org/licenses/by-nc/3.0/






“Humans are good, she knew, at discerning subtle patterns that are
really there, but equally so at imagining them when they are

altogether absent."

Carl Sagan
in “Contact”, 1985
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ABSTRACT

Citizen science projects are those which recruit volunteers to participate as assist-
ants in scientific studies. These projects are a longstanding tradition of volunteers
recruitment which predates the Internet. The advent of the Web enabled the citizen
science projects to expand into new domains and gain popularity. Web-based citi-
zen science is established on technological and motivational pillars. Understanding
the motivational aspect for volunteers is crucial to plan, design and manage citizen
science projects. Some researchers have studied volunteers’ motivation to work as
assistants by conducting interviews with selected subgroups. These studies can elicit
detailed information from volunteers, but they are restricted to a subset of partic-
ipants. Another way to infer some information about the volunteers’ motivations
consist of analyzing records (of which volunteer did what and when) registered by
web-based Citizen Science projects. This work aims to investigate information that
can be extracted from these records (usage logs), especially those which may help
understanding volunteers’ motivation. To achieve it, this work adapts a model for
human interaction with technology in a citizen science context. The adapted model
allows the definition of a set of features which will be used in an attempt to char-
acterize volunteers’ profiles. To conduct this research machine learning algorithms
and exploratory data analysis will be used following a data science approach.

Keywords: Citizen Science. Data Science. Cluster Analysis.
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EXTRAINDO PERFIS COMPORTAMENTAIS ATRAVÉS DE LOGS
DE UTILIZAÇÃO DE CITIZEN SCIENCE

RESUMO

Projetos de ciência cidadã são aqueles que recrutam voluntários para participar
como assistentes em estudos científicos. Esses projetos são uma tradição de longa
data que antecede a Internet. O advento da Web permitiu que os projetos de ciência
cidadã expandissem em novos domínios e ganhassem popularidade. A ciência cidadã
baseada na Web é estabelecida nos pilares tecnológico e motivacional. Compreender
o aspecto motivacional dos voluntários é fundamental para planejar, projetar e ge-
renciar tais projetos. A motivação dos voluntários para trabalhar como assistentes
tem sido estudada através da realização de entrevistas com voluntários. Estes estu-
dos podem extrair informações detalhadas dos voluntários, mas são restritos a um
subconjunto de participantes. Uma outra maneira para inferir informações sobre a
motivação dos voluntários consiste em analizar registros (do que o voluntário fez e
quando) coletados por tais projetos. Este trabalho tem como objetivo investigar as
informações que podem ser extraídas a partir desses registros (logs de uso), espe-
cialmente aquelas que possam ajudar a compreender a motivação dos voluntários.
Para alcançá-lo, este trabalho adapta um modelo da interação humana com tecno-
logia no contexto da ciência cidadã. O modelo adaptado permite a definição de um
conjunto de características que irá ser utilizado na tentativa de caracterizar perfis
de voluntários. Para conduzir esta pesquisa algoritmos de aprendizado de máquina
e análise exploratória de dados serão utilizados seguindo um processo Data Science.

Palavras-chave: Ciência Cidadã. Data Science. Clusterização.
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1 INTRODUCTION

Over the last few decades advances in different fields of technology have provided
new mechanisms for collection and storage of data (KEIM; KRIEGEL, 1995). Such
advances enabled significant increase in data volumes in different sectors of society
like industry, commerce and science. Currently, it is common to deal with an overload
of data and information.

In science, some projects face the challenge to get information from collected data.
According to Gray et al. (2005), scientific data is doubling every year, whereas the
number of professional scientists available to interpret the data grows much more
slowly (RADDICK et al., 2009). In order to deal with the challenge of data overload,
some science teams have delegated aspects of analysis to volunteers - members of
the public who participate as assistants in scientific studies. Such approach is tra-
ditionally called Citizen Science.

The analysis delegated to volunteers is not complex and only requires their cognitive
power, in other words, human abilities related to the mental processes of perception,
attention, memory, judgement, reasoning, and visual and spatial processing. Citizen
science projects delegate such analysis in forms of tasks. These tasks are performed
by volunteers based on specific instructions provided by scientific team. As a result
of the analysis, volunteers generate data.

Quality of generated data is one of the main issues in these projects; the science team
must be prepared to scrutinize the data carefully to discard suspect or unreliable
data (COHN, 2008). Besides data quality, another issue of concern is volunteers’
motivation. Understanding the motivational aspect is crucial to the plan, design
and the management of citizen science projects (NOV et al., 2011; RADDICK et al.,
2013). Once the reason which drives volunteers to help a project is known, efforts
can be guided to attract more volunteers and keep them collaborating.

Volunteers’ motivation to work as assistants have been studied through surveys
and interviews (RADDICK et al., 2010; ROTMAN et al., 2012; RADDICK et al., 2013).
Although these studies can elicit detailed information from volunteers, they are
restricted to a subset of participants of citizen science projects, namely, those who
volunteer to answer the surveys and interviews.

1



1.1 Motivation

There is a significant amount of web-based citizen science projects, as shown by
Zooniverse web site1 and others. These projects are able to collect data of interaction
between volunteers and the tasks management interface. At a minimum, data such
as, who (anonymous IDs), what (the volunteer’s collaboration) and when (times-
tamps of registered collaboration) a task was performed by the volunteer. Such data
(usage logs) may help to understand volunteers’ interaction with these projects.

Understanding interactions may help to deal with some issues and challenges of citi-
zen science projects. It may assist attract more volunteers to the project and keep
them engaged, understand the reasons for volunteers’ abandonment (and possibly
suggesting strategies to prevent this), categorize volunteers according to different
parameters with the objective to increase data quality by prioritizing or penalizing
some collaborations, provide implicit understanding on motivation, facilitate collab-
oration with the systems and design better user interfaces, and allow better planning
and deployment of similar projects and systems (MORAIS et al., 2013).

Usage logs may yield less detailed results about individuals, and be much more
restricted in scope when compared to surveys or direct interviews. On the other
hand, it is applicable to all registered volunteers. Moreover, it can be enriched by
other sources of information such as blogs and websites kept up by scientific team.

Different investigations were conducted from usage logs (MAO et al., 2013; PONCIANO

et al., 2014; PONCIANO; BRASILEIRO, 2015) and the authors seem to agree to the
fact that few endeavors have been done to take advantage of such records, mainly
about volunteers’ behavior. Using supervised learning, (MAO et al., 2013) focused on
predicting that a volunteer will abandon the project within a given number of tasks
or minutes. Following another approach, (PONCIANO; BRASILEIRO, 2015) proposed
four measures to be calculated from usage logs and used them as input to clustering
algorithms, aiming to find groups of volunteers with similar behavior.

1.2 Objectives

The main objective of this work consists of investigating useful information that can
be extracted from usage logs, especially those which may help volunteers’ motivation
comprehension.

1https://www.zooniverse.org/
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To achieve it, this work has the following secondary goals:

• Propose a set of measures calculated from usage logs (features), providing
more details about the volunteers;

• Explore machine learning algorithms, focusing on clustering methods,
which may help extract volunteers’ profiles;

• Assess the existence of behavioral profiles with higher collaboration quality
compared to others.

1.3 Organization

This thesis is organized as follows. Chapter 2 presents the concepts of citizen sci-
ence literature, the challenges and issues of this research field, the related works
and the focus of this work. Chapter 3 describes the methodology used to conduct
this research work. Chapter 4 presents some visual techniques which may provide
useful information about volunteers’ behaviors. It also presents some statistics and
comments about the features proposed, highlighting the first insights about the data
structure. Chapter 5 presents the basic concepts of the cluster analysis literature,
defines the experiments conducted and describes the results. Chapter 6 proposes
an approach to extract volunteers’ profile as an alternative to standard clustering
methods and uses it to evaluate the issue of profiles quality of collaboration and
the profiles found. Finally, Chapter 7 presents the conclusions, contributions and
suggestions for future work.
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2 CITIZEN SCIENCE

The term "Citizen Science" refers to projects that recruit volunteers, known as citizen
scientists, to participate as assistants in scientific studies (COHN, 2008). Such volun-
teers are often not paid for their assistance, besides not being necessarily scientists.
The assistance is done through creation or annotation of data through execution of
tasks. These tasks are based on specific instructions, avoiding subjective aspects like
opinion, feeling and creativity, so that, such tasks may be evaluated by a professional
scientist in terms of correctness.

Task assigned to volunteers are varied. Some citizen science projects require phys-
ical or in situ observation of the environment, others just require Internet access,
motivation to collaborate, and free time. The latter typically involves classification
or annotation tasks on specially crafted datasets through a Web interface, collecting
information that can’t be easily obtained without human input, such as classifying
different animals caught in millions of camera trap images (Snapshot Serengeti),
finding and marking “fans” and “blotches” on the Martian surface (Planet Four),
helping the analysis of storms through patterns recognition from satellite images
(Cyclone Center) and doing transcription of old digitalized documents (Operation
War Diary).

The fact that citizen science projects intentionally place responsibility for creating
data into the hands of non-experts may seem antithetical, once data-based scien-
tific research require very high quality data. However, at least three reasons can be
pointed out to justify these endeavors. First, volunteers can play an important role
in reducing costs associated with research projects (BROOKING; HUNTER, 2011), so
that, it is possible to conduct data collection surveys without the need to hire many
assistant researchers to do what the volunteers do (DROEGE, 2007). Second, scien-
tific data is currently doubling every year (GRAY et al., 2005), whereas the number
of professional scientists available to interpret the data grows much more slowly
(RADDICK et al., 2009). So beyond reducing costs, citizen science has traditionally
been used when some aspect of the data analysis is beyond the capacity of the core
science team (RADDICK et al., 2009) as a way to offer a solution to this problem
(DROEGE, 2007). Finally, such projects are not a new concept and they have been
remarkably successful in advancing scientific knowledge (BONNEY et al., 2009).

The Christmas Bird Count initiated in the 1900s is often cited as the first citizen
science project, though some authors describe approaches in the 1800s (DROEGE,
2007) and even in the 1700s (RADDICK et al., 2009). A good example of success
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is the Galaxy Zoo project. For most of the twentieth century, morphological cata-
logues of galaxies were compiled by individuals or small teams of astronomers, but
modern surveys like Sloan Digital Sky Survey (SDSS) containing data from millions
of galaxies make this approach impractical (LINTOTT et al., 2011). To demonstrate
the catalog’s quality performed by volunteers, studies were conducted by comparing
them with catalog compiled by teams of astronomers and the results were considered
satisfactory (LINTOTT et al., 2008).

This project also exemplify how the use of volunteers may surprise and help scientific
studies in an unexpectedly way. Hanny van Arkel, a Dutch primary school teacher,
found a strange gaseous blob while using the Galaxy Zoo website. This strange
object was focus of studies and later it was identified as a quasar ionization echo.
Another example which illustrate the use of volunteers as viable in the scientific
research process is the discovery of a pulsar by Einstein@home (NOV et al., 2011).

It is also noteworthy that most citizen science projects strive to help volunteers
learn about the process by which scientific investigations are conducted (BONNEY

et al., 2009). These endeavors benefit volunteers, researches, and society (RADDICK

et al., 2010). Volunteers may have fun and increase their knowledge about the re-
search topic and develop their scientific thinking. Researchers are benefited once
their projects contain discerning assistants. For society at large, it can build a closer
connection between scientists and the public.

This chapter aims to present the bibliography review of citizen science literature
with main focus in the issue of volunteers’ motivation. Methodologies of interaction
with volunteers is categorized on section 2.1. The main challenges and issues which
envolve the use of volunteers as assistents in scientific studies is presented on section
2.2. The state of the art of volunteers’ motivation is presented on section 2.3. Finally,
section 2.4 highlights the topics explored by this work.

2.1 Typology

Citizen Science projects can be classified according to the degree of involvement
required from volunteers as low, medium and high level (SOARES, 2011). The low
level is called volunteer computing for some authors. On that level, it is not required
that the citizen scientists have any kind of knowledge about the subject of the
project, their role is summarized by offering computational resources when their
computers are idle. Launched in 1999, the SETI@home project1 is considered as

1http://setiathome.berkeley.edu/
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being an important precursor of online citizen science projects. This project asks
participants to donate idle time on their computers to analyse radio telescope data
in an attempt to discover signals from extraterrestrial civilizations.

The medium level describe approaches which require data creation from observations
of images. Such approaches involve interaction with task manager though a Web
interface. On this level, volunteers have to be aware of their interactions and should
use their cognitive ability. Moreover, knowledge about the subject of the project is
encouraged. The Galaxy Zoo project2 is a good example of this level. Started in
June 2007 the project asked volunteers to look at pictures of galaxies and report on
their morphological features through a website. Such website was designed to recruit
volunteers and collect the data provided by them.

Finally, the high level involves data creation from observations made through tasks
related to data collection or monitoring. In addition to being aware and using their
cognitive ability, volunteers need to physically visit some specific place. Some authors
have named this level by Volunteer Sensing (GOODCHILD, 2007) once volunteers of-
ten act as sensors which collect geographic data. An example of this approach is the
CoralWatch project3. It is an attempt to global monitoring of coral bleaching, pro-
viding education about coral reef conservation. A chart was developed and validated
by the University of Queensland to standardize changes in coral color, providing a
simple way to quantify bleaching and monitor coral health (SIEBECK et al., 2006).
The project asked volunteers to dive and compare the Coral Health Chart with the
observed coral and send their observations through the project website.

2.2 Challenges and Issues

Some issues can be singled out as reasons for the scientific community to perceive
citizen science data as low quality and not worthy of being considered in serious
scientific research (BROOKING; HUNTER, 2011). The likely source of poor quality,
misleading or even suspect data may be summarized by the limited training, lack
knowledge and expertise of volunteers, anonymity and lack of commitment.

Data quality is likely the main challenge of a successful project (RIESCH; POTTER,
2013). Mechanisms to enhance the quality and trust of citizen science data have
been proposed in literature (SOARES, 2011; ALABRI; HUNTER, 2010; WIGGINS et al.,
2011). Nonetheless, some studies have concluded that data produced by volunteers

2http://zoo1.galaxyzoo.org/
3http://www.coralwatch.org/web/guest
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are as good as data produced by professional scientist (COHN, 2008; LINTOTT et al.,
2008; BONNEY et al., 2009).

Other challenges in citizen science projects are find ways to attract and retain vol-
unteers with the project until their objects were concluded. These two issues are
described as motivational pillar of a citizen science endeavor (NOV et al., 2011). On-
line citizen science is based on technological and motivational pillars; understanding
the motivational aspect is crucial to plan, design and manage citizen science projects
(NOV et al., 2011; RADDICK et al., 2013). According Darch (2014) the management
of volunteer’s behaviors in terms of how they contribute also plays a significant role
in improving both the quality of individual contribution and the overall robustness
of the resultant dataset.

2.3 State of the Art: Studying Volunteers’ Motivation

In pre-Internet citizen science projects, volunteers were recruited to collect data
through the observation of the natural world; their observations were often reported
via paper forms sent by mail. Such volunteers were usually hobbyists and people who
love the outdoors. The advent of the internet enabled volunteers to participate in a
new way and projects like SETI@home were launched. Advances in communication
technology, specifically the advent of the Web, enabled the citizen science approaches
to become even more distributed, expand into new and innovative domains and gain
popularity (EVELEIGH et al., 2014). Through Web-based citizen science projects,
citizen science endeavors were able to attract and maintain volunteers in any part
of the world (NEWMAN et al., 2012), just requiring Internet access, motivation to
collaborate, and free time.

The technological aspect of online citizen science endeavors has been extensively
studied, whereas the motivational aspect have received relatively little attention if
compared to the former (NOV et al., 2011). Motivational aspects seems to have been
predominantly analyzed through surveys and interviews with selected subgroups of
volunteers. Some examples of such works are Raddick et al. (2013), Reed et al. (2013)
and Eveleigh et al. (2014). Although these studies can elicit detailed information
from volunteers, they are restricted to a subset of participants in citizen science
projects, those who volunteer to answer the surveys and interviews.

Once set in a computational environment web-based citizen science projects are able
to store not only data produced by volunteer’s collaboration (what), but also the
anonymized volunteers (who) and the timestamps of registered collaboration (when).
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This kind of information (usage logs), may hold the lifecycle of a citizen science
project. Results of policies to get volunteers, actions to keep them collaborating and
reason for volunteers’ abandonment may be hidden on these records. Therefore, such
records may be a powerful tool for feedback to scientific team.

Recent studies have been analyzing such records in attempt to infer information
about the volunteers’ motivations. It focuses on detection of groups of volunteers
whose interactions with the project follow a similar behavioral pattern. This ap-
proach might yield less detailed results about individuals and could be restricted in
scope compared to surveys or direct interviews, but it’s applicable to all registered
volunteers. Examples of these works are Morais et al. (2013), Ponciano et al. (2014)
and Ponciano e Brasileiro (2015).

2.3.1 Exploring Usage Logs

Although usage logs may hold important information about a citizen science project,
few work seem to take advantage of it. In the context of detecting aspects of vol-
unteers’ behaviors, Mao et al. (2013) claims that little analytical work has been
done on the engagement and disengagement of volunteers. In order to explore the
challenge of learning from data, Mao et al. (2013) present studies to predict signs of
the attention and effort invested by volunteers. In such study statistical models were
designed and constructed to provide predictions about the forthcoming engagement
of volunteers.

Following another approach, Morais et al. (2013) and Ponciano et al. (2014), Pon-
ciano e Brasileiro (2015) extract measures from usage logs with the goal of getting
a dataset where, for example, each row represents the features of a volunteer. Such
dataset is used as the input to machine learning algorithms in an attempt to find
volunteers who exhibit similar behavior. The approach adopted by Morais et al. and
Ponciano et al. differ on the methodology to find group of similar volunteers.

In an attempt to visualize profiles, Morais et al. (2013) propose a combination
of icon-based visualization technique backed up by a Self-Organizing Map (SOM).
Such method was applied on log data from the Galaxy Zoo project first release.
It allowed characterization of volunteers in different profiles using seven features
calculated from measures extracted from the usage logs. Through this approach
three profiles could be easily identified: curious (volunteers who joined the project
and did most of the collaboration in one or few days, abandoning the project shortly
afterwards), curious with potential to become a regular volunteer (volunteers who
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had relatively long collaboration period with long intervals between collaboration)
and dedicated (volunteers who were assiduous with collaborations well distributed
along the collaboration period). The proposed measures were:

• Participation range in days (pui): the number of days counted from the
first day volunteer ui interacted with the website until the last recorded
interaction of ui;

• Participation count in days (dui): the number of days for which there was
recorded interactions of volunteer i with the website;

• Maximum collaboration (maximumui): the maximum number of collabo-
ration done in one single day by volunteer i;

• Total collaborations (totalui): the number of classifications done by volun-
teer i during the collaboration period;

• The average of collaborations of volunteers (avg).

In addition to this method, Morais et al. (2013) also proposed a variation of a xy-plot
to display the whole data log (nearly 150,000 volunteers and more than 70 million
collaborations). That visual technique helped to point out interesting behaviors from
group of volunteers as the distribution of attraction and abandonment, the reaction
of volunteers for changes in the system, etc.

Ponciano et al. (2014) present a study using usage logs from Galaxy Zoo Hubble and
The Milky Way Project. The study focuses on four measures: frequency (number of
days which volunteer collaborated at least once), daily productivity (average number
of collaboration per day), typical session duration (average period of devoted time
to collaboration), and devotion time (total period of devoted time to collaboration).
In their work, the authors emphasize that volunteers can be divided into transient
(who execute tasks only one day) and regular volunteers (those who return at least
one more day). In addiction, such study shows through some plots of their metrics
that regular volunteers show a large variation among themselves in terms of metrics.
An overview of volunteers’ characteristics is also presented.

In a second study, Ponciano e Brasileiro (2015) computed a set of features from the
measures described as:

• The number of days elapsed between the day in which the volunteer i
joined the project and the day in which the project is concluded (wi);
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• Sequence of dates in which the volunteer i is active (Ai). A volunteer is
said active in a day, when he or she collaborate at least once in such date;

• Multiset Di (an unordered collection of items that may contain duplicates)
of the amount of time the volunteer i devotes to the system on each active
day;

• Multiset Bi composed by the time elapsed between each two active days.
In other words, a multiset of the number of days taken by the volunteer to
return to the system to perform more collaboration after an active day.

The authors conducted an analysis using a classical partitioning method (k-means)
in an attempt to describe volunteers’ profiles. According to them, the results showed
that volunteers exhibit five distinct commitment profiles: hardworking, spasmodic,
persistent, lasting and moderate. In their study the authors differentiated helping
activity (an occasional participation) from voluntarism (a planned behavior) and
figured out features only for volunteers who have been collaborated at least for two
different days.

Table 2.1 shows the features proposed by Morais et al. (2013) and Ponciano e
Brasileiro (2015) preserving the nomenclature of measures proposed by the authors,
some of which are conceptually equivalent albeit calculated differently.

Table 2.1 - Features proposed by Morais et al. (2013) and Ponciano e Brasileiro (2015).

Morais et. al. Ponciano et. al.

Relative Activity Duration pui

600
(Max(Ai)−Min(Ai))+1

wi

Assiduity dui

pui

mod(Ai)
(Max(Ai)−Min(Ai))+1

Distribution of Collaboration maximumui

totalui
—

Measure of Collaborations totalui

avgui
—

Activity Days dui —

Total of Collaborations log10(totalui) —

Daily devoted time — avg(Di)

Variation in periodicity — sd(Bi)
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2.4 Scope of this Work

According to Eveleigh et al. (2014), researchers in citizen science assumed that
sustained contribution by individual volunteers is critical for the viability of these
projects. Therefore, even though researchers are aware that volunteers often slow
down or drop out after an initial flurry of activity, they still encourage committed
involvement rather than facilitating occasional collaboration. Following a qualitative
research through interviews and surveys, Eveleigh et al. (2014) reveals that occa-
sional volunteers might be less motivated compared to super contributors (those
who join the project for various days), but they are still motivated and they care
about the progress of the project and the quality of their work. Hence, inspired by
the conclusions of Eveleigh et al. (2014), this work aims to assess the existence of
correlation between quality collaboration and volunteers’ behavior.

In the context of guaranteeing the quality of collected data, works like Arcanjo et al.
(2014) and Arcanjo et al. (2016) have faced the issue of evaluate volunteers’ collab-
oration. Such works have characterized volunteers through basic statistics about the
amount of collaboration and their hit with the right answer. Once the volunteers are
characterized, this information is used to weigh their collaborations and motivate
the best volunteers by ranking the top volunteers. However, as far as we know, to
date there is not a study which assess the existence of behavioral profiles with higher
collaboration quality compared to others.

Building on the experience obtained during the research for this dissertation, we
propose that volunteers’ behaviors can be described through a set of features that
can provide more details about how and why volunteer interact with web-based
citizen science projects. In order to define that set of features, this work combines
the concepts of interaction with technology proposed by O’Brien e Toms (2008) with
the suggestion of how a work session can be defined (MAO et al., 2013). Details about
this approach will be described on Chapter 3. Increasing the amount of features may
bring challenges on the identification of groups of volunteers with similar behavior, so
different methods of grouping data (with analysis of their strengths and weaknesses)
are studied to achieve a satisfactory approach.
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3 DATA AND METHODS

The main objective of this work consists of investigating useful information that can
be extracted from usage logs (i.e. records) collected by web-based citizen science
projects. As secondary goals this work aims to provide a set of features computed
from these records which enable the understanding of the volunteers’ behaviors, and
to explore techniques which may help extract volunteers’ profiles and assess the
correlation between quality collaboration and some volunteers’ profiles.

3.1 Data Science

To conduct this research a data science process is used as methodology. The general
data science framework is shown in Figure 3.1 (O’NEIL; SCHUTT, 2013).

Figure 3.1 - The data science process.

SOURCE: O’Neil e Schutt (2013).

In the context of this work, the “Real World” component of that framework cor-
responds to people (potential assistants) and science teams developing web-based
citizen science projects and mechanisms to attract, involve and interact with their
assistants through forum, blogs and social media. Some people decide to collaborate
with citizen science projects and become assistants by curiosity, fun or a range of
other factors. In a data science process the real world provides raw data from dif-
ferent sources and types. With respect to the scenario of web-based citizen science
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projects examples of data sources are: logs, posts in forums, news and web sites.
The process starts by selecting the raw data which will help answer the question
considered in this research: “How volunteers interact with a web-based citizen science
project?”.

The following sections describe each stage (shown in Figure 3.1) that compose a data
science approach and the corresponding activities which will be done to achieve the
goals this work.

3.2 Raw Data

In order to assess some techniques which may be useful to answer the question of
how volunteers interact with a web-based citizen science project, we will use the
usage logs of the Galaxy Zoo first release as a case study. Started in June 2007,
the Galaxy Zoo project is a web-citizen science project which presents images from
galaxies collected from Sloan Digital Sky Survey (SDSS). Volunteers had to look at
pictures of galaxies and report on their morphological features. The project allowed
the classification of nearly one million galaxies until 2008 (LINTOTT et al., 2008) and
has been considered a success case for citizen science applications.

The raw data recorded by the Galaxy Zoo project contains the records of which
volunteer (not anonymized) did what and when, the IP address and the browser
used by the volunteer. The raw data available to this work contains the registers
of which volunteer (anonymized) did what and when. Such data covers the period
from Galaxy Zoo launch in July 8th, 2007 until July 7th, 2012 and holds 79,265,697
collaborations done by 146,669 volunteers.

3.3 Data Cleaning and Preprocessing

Before starting any analysis raw data must be processed to make it clean for analysis.
In data science it means that a pipeline should be built and used to scrap, filter and
format the raw data, making it more appropriate for further processing (O’NEIL;

SCHUTT, 2013). This work adopts the following processing steps:

a) Remove bogus collaborations: Automated mechanisms or some unknown
problem with volunteer’s browsers may send multiple classifications of a
given galaxy for the data collection server, resulting in duplicate entries on
usage logs. These classifications were observed by Lintott et al. (2008). In
this work, we preserved the first collaboration registered and removed all
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others. Details about the process to remove these collaborations and the
impact on raw data are described in Chapter 4, section 4.2.

b) Extract measures of interaction: On this step the usage logs are processed
to create a dataset where each row describes the features (measures of
interaction) of one volunteer. Section 3.3.1 presents the concepts used to
extract the set of feature proposed by this work.

3.3.1 Measuring Interaction

O’Brien e Toms (2008) describe the interaction with technology as a process com-
prised of four distinct stages: point of engagement, period of engagement, disen-
gagement and re-engagement. The authors studied only some aspects of technology,
namely, online web-based systems (games, educational sites, shopping, searching),
which we consider can be adapted to web-based citizen science tools or portals.

The term engagement is defined by the authors as a quality of user experiences
with technology that is characterized by the engagement attributes. An engagement
attribute is a characteristic that influences the user experiences or is a component
of it. The intensity of these attributes may vary according to users’ expectation and
the technology itself. Figure 3.2 shows the four stages and the engagement attributes
inherent at each stage in that process.

The interaction process starts on the point of engagement. On this stage, something
captures the users’ attention and moves them forward into a period of engagement.
It can be the visual beauty or attractiveness of the computer-based environments
(aesthetics), a novelty factor, or something that resonate with the interests of user
like learning more about a subject or the satisfaction of achieving a specific goal
(motivation).

The period of engagement is marked by the continued maintenance of the users’
attention and interest in the interaction. It is achieved through visual components
(aesthetics) that keep attention and interest, positive effect as enjoyment and fun,
control of interactivity, feedback from the application, novelty factor, and some level
of challenge with encourage interaction. On this stage, some participants may not
realize that time passed very quickly and they may lack the awareness of physical
surroundings.

Once in a period of engagement, disengagement occurred through an internal deci-
sion to stop the activity or by interruption and distractions in the physical environ-
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Figure 3.2 - Engagement model and its attributes.

SOURCE: O’Brien e Toms (2008).

ment. As reasons to stop the activity, O’Brien e Toms (2008) point out: inability to
interact with features of the technology or manipulate interface features (usability),
lack or too much challenge, lack of novelty in the application, negative effect (i.e.,
frustration with technology, boredom and information overload), feelings of success
and/or duty accomplished (positive effect), not having sufficient time to interact
with or time to devote to the application.

A disengagement decision do not necessarily mean that a user will not start the
interaction process again. Users can decide to re-engage in short-term and in long-
term. Short-term reengagement is typified by the user who abandoned their tasks
as a result of personal needs, or because the user needs time to consider or compare
information. Return to an application in the future (long-term) is caused by combi-
nation of positive past experience with the application and engagement attributes
which compose the point of engagement.

Based on the experience obtained during the research for this dissertation, we claim
that such process can shed light on what influences the volunteers’ behavior when
using web-based citizen science applications and guides the extraction of features
from usage logs. To achieve it, we rewrite this process following the definition of
work sessions suggested by Mao et al. (2013). In that study the authors consider ap-
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plications of crowdsourcing – a term more general than citizen science that includes
paid work, and that can be defined as an online, distributed problem-solving and
production model that leverages the collective intelligence of online communities to
serve specific organizational goals (BRABHAM, 2013).

Mao et al. (2013) defines work sessions though the concept of task, contiguous session
and aggregate sessions as shown in Figure 3.3. A task is defined as the smallest
indivisible unit of work that can be completed, namely, a single collaboration in
a citizen science approach. Sessions of a volunteer consist of the periods of time
that a volunteer is engaged on the online platform. Short breaks, where a volunteer
intends to return, bring together a sequence of contiguous tasks into contiguous
sessions of uninterrupted work. Volunteers can also decide to stop collaborating for
longer periods of time; these longer pauses divide the activity into aggregate sessions,
comprised of one or more contiguous sessions.

Figure 3.3 - Model of worker sessions.

SOURCE: Mao et al. (2013).

Using data from Galaxy Zoo, Mao et al. (2013) defined the end of a contiguous
session as a break of more than five minutes, since it is unlikely for a volunteer to
spend this amount of time on a Galaxy Zoo task without activity, namely, analysing
the current task without deciding to take an action. Aggregate sessions are consid-
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ered as being composed by a sequence of contiguous sessions with intervals between
the end of the previous contiguous session and the beginning of the next contiguous
session shorter than thirty minutes. It should be noted that based on the experience
obtained during the study of the examples of web-based citizen science approaches,
such concepts seem be applicable in a wide range of citizen science endeavors.

According to Mao et al. (2013) contiguous and aggregate sessions may have different
properties in terms of the engagement of a volunteer. Volunteers are likely to main-
tain the cognitive context of previous tasks for contiguous sessions that start soon
after the end of the prior session; a new session started after the end of aggregate
session can be assumed as a new mental context. In other words, the longer the
period of time a volunteer spend without collaborating, the less likely this volunteer
maintains his cognitive context.

In order to combine the model of O’Brien e Toms (2008) with the concepts defined
by Mao et al. (2013) and to avoid the different properties in terms of cognitive
context, this work describes the model of engagement in a web-based citizen science
context as following:

a) Point of engagement: correspond to the first collaboration which may
move a volunteer forward into a period of engagement;

b) Period of engagement: characterized by a contiguous session, namely, a
sequence of contiguous tasks interrupted by short breaks (intervals shorter
than five minutes) where workers intend to return to the task;

c) Point of disengagement: characterized by the lack of activity for longer
than five minutes, since five minutes without activity characterize the end
of a contiguous session;

d) Re-engagement: new collaborations made after more than five minutes
after the point of disengagement. The interval for a re-engagement can
be labeled as short-term (greater than five and less than thirty minutes),
medium-term (greater than thirty minutes and less than twenty four hours)
or long-term (greater than twenty four hours).

Most of engagement’s attributes described by O’Brien e Toms (2008) cannot be
measured through usage logs. Attributes like interest, motivation, positive or neg-
ative affect, and perceived time are subjective and pertain to volunteer’s feeling;
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other as change on aesthetic, insertion of new tasks and lack of feedback may not be
measured through usage logs. On the other hand, logs allow the measure of other
interesting and potentially useful features, described in the remainder of this section.

A set of measures which may be easily calculated from usage logs, for each volunteer,
is: participation range in days (P ), calculated as the number of days counted from
the first day the volunteer started collaborating with the project until his/her last
recorded interactions; participation count in days (D), namely, the number of days
for which there was recorded interaction for a particular volunteer; total of collab-
orations performed by volunteer (C); maximum collaboration in a single day (M);
time spent in a period of engagement (∆tprdX); and total time devoted, calculated
as

Ttd =
|Tprd|∑
x=1

∆tprdx, where Tprd = {∆tprd1,∆tprd2, ...,∆tprdN}.

Based on these measures, the following features may be described:

a) Relative Activity Duration: is calculated as the ratio P
w

(MORAIS et

al., 2013; PONCIANO et al., 2014), with values within (0, 1], where w is the
amount of days observed from the first collaboration. Values close to zero
characterize volunteers who joined and left the project soon thereafter,
while values near to one indicate volunteers who contributed for a long
time;

b) Assiduity: also called Activity Rate (PONCIANO et al., 2014), it is calcu-
lated as D

P
, with values within (0, 1] and, can be used as a simple frequency

of collaboration feature. Values near to one indicates that the volunteer
collaborate every day with the project;

c) Distribution of Collaboration: calculated as M
C

(MORAIS et al., 2013).
It is a rough measure of regularity or pace of activity. Values near to one
indicate volunteers who did almost all classifications in a single day;

d) Maximum Sustained Effort: calculated as max (Tprd), it measures the
major interval of time in that a volunteer maintains his/her mental con-
text collaborating. This feature may indicate intense periods of dedication
to the project and, in extreme cases, may indicate possible attempts to
automate the process by, e.g., bots;
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e) Processing Power : calculated as C
Ttd

, this feature describes how many
tasks a volunteer executes per second;

f) Novelty: this feature is an attempt to represent the novelty engage-
ment attribute, related to the period of engagement. To measure it, we
consider that a volunteer will recognize two tasks as being the same if
they occur on the same period of engagement. Therefore, given the set
Nvprd = {Tnv1, Tnv2, ..., Tnvm}, where Tnvx is the amount of distinct
task in Xth period of engagement, novelty is calculated as:

∑|Nvprd|
x=1 Tnvx

C

With values within (0, 1]. Values near to zero denote lack of novelty, while
values near to one indicate novelty;

g) Challenge: is another engagement attribute related to the period of en-
gagement. To measure challenge this work adopts that a task is challenging
if volunteers agreement is low and easy if the opposite. Therefore, given the
set Chprd = {Tch1, T ch2, ..., T chm}, where Tchx is the amount of challenge
task in Xth period of engagement. Challenge is calculated as:

∑|Chprd|
x=1 Tchx

C

With values within [0, 1]. Values near to zero denote lack of challenge, while
values near to one indicate much challenge;

h) Recurrence: this feature indicates if a volunteer has more than a period
of engagement by active day. Let Tst be the number of re-engagement
that occurred during a short-term interval and Tmt be the number of re-
engagements that occurred during a medium-term interval, recurrence is
calculated as:

Tst+ Tmt

D

i) Agreement: calculated as Ag
C
, where Ag is the amount of performed tasks

which complies with the opinion of the majority of volunteers who per-
formed the same task. Lintott et al. (2008) proposed the concept of agree-
ment as a measure of correctness, but highlighted that agreement of the
volunteers with a certain task does not necessarily mean that the achieved
result is correct.
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Throughout this work, we consider the first eight measures (a to h) as being the
features able to abstract the behavioral aspects of volunteers. These eight features
will be used during the experiments which seek to uncover groups of volunteers with
similar behaviors. Once the different profiles have been found, the feature agreement
is used to assess the existence of behavioral profiles with higher collaboration quality
compared to others.

3.4 Exploratory Data Analysis

Once the data is clean and processed, exploratory data analysis can be done. John
W. Tukey, the definer of the exploratory data analysis (EDA), describes it as “an
attitude, a state of flexibility, a willingness to look for those things that we believe
are not there, as well as those we believe to be there” (BADIE et al., 2011). In EDA
the exploratory aspect means that the understanding of the problem is changing
while the analysis is happening (O’NEIL; SCHUTT, 2013). The basic tools of EDA are
plots, graphs and summary statistics.

On this stage, we aim to demonstrate the kind of useful information that may be
hidden on usage logs. Plots, graphs and summary statistics will be used to provide
the first insight about the features extracted from usage logs. At the end of this
stage, it is expected some expertise about what kind of behavior should be found in
the next stage.

3.5 Machine Learning

Machine Learning algorithms are largely used to predict, classify or cluster data.
This work intends to make use of clustering algorithms in an attempt to understand
the volunteers’ behavior. On this stage, different algorithms will be used aiming to
find techniques which fits case study and the features proposed.

3.6 Report Findings

At the end of data science process, results are visualized, interpreted and reported.

3.7 Data Product

Data products are what make data science special and distinct from statistics. It can
be incorporated back into the real world, and people can interact with that product
generating more data, which creates a feedback loop. At the end of this work the
main data product is a dataset containing information about the characteristics

21



of almost 150,000 volunteer: this dataset may be used in other research works to
explore other approaches for volunteers’ profile extraction. Moreover, the technique
proposed in Chapter 6 to help the extraction of volunteers’ profiles provides data
which abstract the information of almost 150,000 volunteers into a few hundred of
data points which may be useful for future investigations involving data from other
web-based citizen science projects.
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4 LOOKING AT DATA - EXPLORATORY DATA ANALYSIS

This chapter presents the results of exploratory data analysis. Throughout this chap-
ter, data is analyzed in three different levels. Section 4.1 presents two visual tech-
niques which may be applied on the raw data (logs) in order to show general views
of the activity of the volunteers. Section 4.2 explains each of the features proposed,
with examples, plots and analysis based on Galaxy Zoo project (first release). Fi-
nally, section 4.3 describes the first insights on distribution of data composed by
these features, with emphasis on finding evidences of groups (clusters) on data.

4.1 An overview of Volunteers’ Activities

Visualization is usually described as the mapping of data to a graphical represen-
tation. Visual representations, if well constructed, can be useful not only to present
the information quickly to users, but also to help and maximize data understanding
(MAZZA, 2009). In order to get some insights of volunteers’ general behaviors dur-
ing the project’s duration, some visualization techniques may be applied on usage
logs (MORAIS; SANTOS, 2015). These techniques are useful to highlight information
regarding the results of policies to get volunteers, actions to keep volunteers collab-
orating and volunteers’ abandonment.

Figure 4.1 shows an icon-based visualization schema proposed by Morais et al. (2013)
to point out interesting behaviors from group of volunteers as, for example, the
reaction of volunteers for changes in the system and the distribution of attraction
and abandonment. In this schema circles are used as visual icons and are distributed
in a XY-plot. Each circle in a XY coordinate represents the group of volunteers that
joined (on day Y) and left (on day X) the project, while the radius refers to the
number of volunteers in that particular group and the color of the circle corresponds
to the total of classifications performed by them. Labels for the radius and colors
are shown in Figure 4.2.

The main visible characteristic of Figure 4.1 is the division of the points in two
regions with distinct densities, separated around the 600 day’s mark; it shows that
most people stopped collaborating shortly before day 600. This may be justified
due to the possible migration of volunteers from Galaxy Zoo I to a new version of
the project (Galaxy Zoo II) announced on February 16th, 2009 (day 589) via the
volunteers’ mailing list. Other interesting visual characteristics are pointed out in
(MORAIS et al., 2013). One of them is the high level of abandonment close to day 150
caused by changing the appearance of images presented to volunteers. Another is the
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significant increase on volunteers’ access closest to day 400, due to the discovery of
an astronomical object of unknown nature whose discovery was reported in several
news outlets, including CNN.

Figure 4.1 - Visualization of volunteers’ groups size and total collaboration based on their
first and last activity in the project. Labels are shown in Figure 4.2.

SOURCE: Morais et al. (2013).

Figure 4.3 shows the evolution of the number of volunteers and classifications during
the 1822 days with accumulated values for every 30 days. It is possible to note that
for most of the project’s duration, the number of volunteers and classifications was
more or less proportional. The exceptions and their explanation are presented in
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Figure 4.2 - Labels for Figure 4.1

SOURCE: Morais et al. (2013).

detail by Morais e Santos (2015). One of these exceptions are the temporary increase,
around day 1,406 of the project (May 13th, 2011), in the number of classifications,
but not in the number of volunteers. Figure 4.4 shows this exception with more
details.

Figure 4.3 - Number of volunteers and classifications during the 1,822 days covered in the
logs. Most of the classifications were done in the first 600 days of the project,
with a sharp decline in both the number of volunteers and classifications after
that.
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By analyzing the raw data, it was noticed that between days 1397 and 1410, 170
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volunteers performed classifications, but only three volunteers were responsible for
almost 95% of the classifications during that period. These three volunteers joined
the project few days before and left few days after the analyzed period, performing
bursts of collaborations during 10 hours or more. The sustained collaboration for
long hours indicates a possible attempt to automate classification via a software
agent.

Figure 4.4 - Peak classifications around day 1,406.
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It is interesting to present some additional information about the data. As pointed
out by Morais et al. (2013), 91.78% of the volunteers were active on the data collec-
tion website between days 0 and 600, contributing with 90.52% of the total classifi-
cations. Of these, 62.82% of the volunteers joined the project and collaborated for
just one day, or left after just a few days, making a total of 6,256,407 classifications
- 7.8% of the total project ratings. In Figure 4.1 these are shown as circles located
over or around the main diagonal line. The 37.18% of remaining volunteers have
made a total of 65,525,422 classifications, corresponding to 82.63% of the total.

4.2 Features for Volunteers’ Characterization

The first step to calculate the features proposed to volunteers’ characterization in-
volves removing false collaborations (unreliable or from unknown sources). These
false collaborations may be produced by automated scripts, navigation issues or
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other reasons (LINTOTT et al., 2008). Figure 4.5 shows two easily detectable types of
false collaborations. In the first type, volunteers performed multiple classifications
for a given galaxy always choosing the same option, while in the other case the cho-
sen option seems to be random values, entered in a very short time interval. Analysis
of our case study showed that 19,389 (13%) volunteers have at least one sequence
of multiple classifications of first type and 10,197 (6.9%) of the second type. We
processed the raw data to eliminate these collaborations, removing 477,159 (0.6%)
records in this step.

Figure 4.5 - Examples of false collaborations. From left to right separated by semicolon:
galaxy id, option chosen and timestamp.

(a) Multiple classifications with the same
label

(b) Multiple classifications with random la-
bels

The next step consist of preparing a dataset, where each row describes the features
of a given volunteer. Since volunteers may start their collaboration for the first time
at different moments of the project, we used an observation window of 600 days to
all volunteers. We chose the interval of 600 days because it covers the launch of the
Galaxy Zoo I and the announcement of Galaxy Zoo II. From the observation window
we selected the records to compute the features proposed in section 3.3.1. Following
this approach, volunteers who joined the project for the first time after November
15th, 2010 were discarded because they don’t have 600 days to be observed until
July 7th, 2012 (the last day covered by the case study) and collaborations which are
done after the 600th day (counted from the first active day) of a given volunteer were
discarded because they are out of the observation window of this volunteer. In the
total 6,952 (4.7%) volunteers and 266,906 (0.33%) collaborations were eliminated.
Figure 4.6 summarizes the process to make the raw data appropriate to extract the
features.

It should be noted that some of the features proposed depend on the concept of
period of engagement. In the analyzed case study around 3% of the total number
of volunteers haven’t had a period of engagement. Due to this we removed these
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Figure 4.6 - Steps to calculate the features

volunteers. Next we describe each feature to provide an overview of what it may
explain about the volunteer’s behavior.

Relative Activity Duration: it gives an idea about the life cycle of a volunteer.
A volunteer’s life cycle is composed by active and inactive days; it starts with the
first active day and finish with the last active day. Volunteers who have a short life
cycle join and leave the project soon thereafter (values close to zero), while long life
cycle is characterized by the volunteers who contributed for a long time (values close
to one). Figure 4.7 points out that large number of volunteers has a short life cycle
and less than 10% percent were active for more than one month.

Figure 4.7 - Distribution of Relative Activity Duration

Assiduity: is a feature designed to measure how active a given volunteer was during
his/her life cycle. Values close to one indicate that the volunteer collaborates almost
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every day with the project, while values close to zero indicate that the volunteer
had more inactive days than active days. Figure 4.8(a) shows that almost 70% of
volunteers seems to be assiduous, but Figure 4.8(b) shows that assiduity is a char-
acteristic of volunteers who join the project just for fews day (note the red region
which consist of the higher density of points). In other words, with the increase of
Relative Activity Duration, assiduity seems to be low for the major part of volun-
teers with some exceptions. One of these exceptions is noteworthy: manual analysis
showed that one of the volunteers has a life cycle of 600 days and indicate that this
volunteer contributed with the project almost every day (assiduity of 99%).

Figure 4.8 - Assiduity.

(a) Distribution of Values (b) Assiduity relative to Relative Active
Duration

Distribution of Collaboration: it was designed to measure how the collabora-
tions are distributed during active days. Values close to zero indicate that the col-
laborations were well distributed while values close to one indicate that almost all
collaborations were done in one day. Figure 4.9(a) shows that more than 60% of vol-
unteers had values close to one. This was expected, since a major part of volunteers
joined the project just for one day. Figure 4.9(b) shows the histogram without the
volunteers who joined the project just for one day. It highlights that few volunteers
spread their collaboration homogeneously on their activity days.

Maximum Sustained Effort: it measures the longest interval of time that a vol-
unteer collaborated with the project while maintaining his/her mental context. Fig-
ure 4.10 shows that most of the volunteers (80%) had short periods of sustained
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Figure 4.9 - Distribution of Collaboration.

(a) All volunteers (b) Volunteers who collaborate more than
one day

effort (less than thirty minutes) which is consistent with what is expected by human
volunteers. However, this feature enables identifying some volunteers with high val-
ues of sustained effort. Analysis showed that 0.4% of volunteers spent more than 2
hours of sustained effort, of these, ten volunteers had sustained effort longer than five
hours. It indicates possible attempts to automate the process of performing tasks.

Figure 4.10 - Maximum Sustained Effort

Processing Power: is a rough way to measure the attention attribute proposed by
O’Brien e Toms (2008). It measures how many collaborations are done per second.
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The histogram in Figure 4.11(a) shows that volunteers usually did few collaborations
per second which indicate that they spent, at least, some seconds thinking about the
task opting for a choice. However, some exceptions may be clearly observed in Fig-
ure 4.11(b). These exceptions occurred with some volunteers who joined the project
just for few days. Note that this feature may help to identify either attempts to
automatic execution of tasks or volunteers submitting classifications without really
paying attention.

Figure 4.11 - Processing Power.

(a) Distribution of values (b) Processing Power relative to the Rel-
ative Activity Duration

Novelty: is an engagement’s attribute responsible for attract and maintain users
interacting with technology. Figure 4.12 shows that the data collection interface
usually did not repeat a task during the same period of engagement, since few
volunteers have values under 1. It should be noted that if this feature was extracted
from the raw data, it would have pointed out low level of novelty for volunteers
whose records contain false collaborations. Note that this feature may indicate the
necessity of improving the software used to present the tasks to the volunteers.

Challenge: is also an attribute related to the attraction and engagement of volun-
teers. In the context of a citizen science project, challenge can be inferred based on
the agreement of several volunteers on the solution of a given task. An easy task is a
task which presents high agreement among the volunteers who performed this task.
On the other hand, a challenging task is a task which arouses doubt, resulting in a
low agreement among volunteers (considering the Galaxy Zoo project, for example,
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Figure 4.12 - Novelty

a task may be considered challenging when 50% of the volunteers say the task refers
to an elliptical galaxy and the other 50% say the opposite). Values close to zero de-
note that the volunteer has to deal with easy tasks and values close to one indicate
that his/her tasks were a challenge. Figure 4.13 shows that volunteers usually dealt
with easy tasks: note that only few volunteers had 50% of their tasks classified as
being difficult.

Figure 4.13 - Challenge

Figure 4.14 shows the values of the challenge feature calculated for each volunteer on
the project. On the same figure we plotted the number of days that each volunteer
collaborated with the project. Figure 4.14 shows that volunteers who had to deal
with very low or very high challenge did not collaborate too long with the project.
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It is not possible to claim that these volunteers abandoned the project early due to
the excessive challenge or lack of it.

Figure 4.14 - Challenge and participation count in days

Recurrence: it measures if a volunteer had more than a period of engagement per
active day. Zero indicates volunteers who had never returned in the same active
day. In the case study, its values range from zero to 24. Figure 4.15 shows that the
majority of volunteers had just one period of engagement and very few volunteers
had more than 5 periods of engagement in a day.

Figure 4.15 - Recurrence

Agreement: it is an attempt to measure the quality of collaboration of a volunteer.
To measure the quality of collaboration with some accuracy, this feature must be
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calculated from an auxiliary database obtained by some validation procedure. We
use the catalogue proposed by Lintott et al. (2008) to calculate this feature. The
catalogue contains the galaxy ID and the feature of the galaxy (spiral, elliptical or
uncertain). Based on this catalogue, an answer is said correct if it agrees with the
catalogue as being spiral or elliptical. Galaxies labeled as uncertain by the catalogue
were not considered to compute this feature. Figure 4.16 shows that more than 40%
of volunteers presented a good quality on collaboration (values greater than 0.8).

Figure 4.16 - Agreement.

Figure 4.17 shows the distribution of feature agreement in relation to the other
features. Through Figure 4.17 we can not observe any characteristic in the measures
of interaction that results in a good or a bad quality on collaboration. By observing
the Figures 4.17 (a), 4.17 (b) and 4.17 (c), for any value of Relative Active Duration,
Assiduity or Distribution of Collaboration there are volunteers with good and bad
quality on collaboration. Even if we analyze the regions with high agglomeration of
points (in red) we could not point out any relation between the feature in analysis
and the quality of collaboration. In Figures 4.17 (d) to 4.17 (h) it is possible to note
some outliers, most of them did not point out any evidence of some characteristic
which shed light on which results in a good or bad collaboration. Figure 4.17 (d)
shows some volunteers with high values of maximum sustained effort (more them
six hours) with good quality and some with low quality on collation.
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Figure 4.17 - Distribution of feature agreement in relation to the other features.

(a) Relative Active Duration (b) Assiduity

(c) Distribution of Collabora-
tion

(d) Maximum Sustained Effort

(e) Processing Power (f) Novelty

(g) Challenge (h) Recurrence
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A possible exception may be observed in Figure 4.17 (e). Note that volunteers who
performed more than one collaboration per second have low collaboration, maybe
because they did not pay much attention or they were an attempt to automate the
process of classifying a galaxy. Volunteer with good collaboration seems to perform
low collaborations per second, however, performing few collaborations per second
did not ensure good quality; see the points in the left bottom corner.

4.3 Insights on Data Distribution

The existence of distinct modes in data distribution is a strong evidence of clus-
ters, while unimodal distributions correspond to homogeneous unclustered data
(EVERITT et al., 2011). Data plots are useful tools to provide some insights of the
data distribution; it may suggest whether the data contains clusters (modes) and
shed light about which clustering methods might be applied for its analysis. There
are two kinds of data plots: direct plots and indirect views of data.

Direct plots are obtained using the original variables. Some examples of direct plots
used to detect evidence of clusters are histograms, bivariate scatterplots and scatter-
plots matrices. A scatterplot matrix is defined by Cleveland et al. (1985) as being a
symmetric grid of bivariate scatterplots. The grid consists of n rows and n columns,
each one related to one of the n variables, where grids’ cells show a scatterplot of two
variables. According to Everitt et al. (2011), scatterplots matrices are often used as
an initial examination of data for informal evidence about some cluster structure.

Figure 4.18 shows a scatterplot matrix with the estimate of data density and his-
tograms in its diagonal. This Figure points out some visual evidence of regions with
higher (in red) to medium (in yellow) density of points. In Figure 4.18, data for
volunteers that joined the project for a single day were not plotted, so it would be
easier to visualize more subtle dense groupings. Figure A.1 on the Appendix shows
the same plot with all volunteers’ data.

Indirect views can be created by using data from a suitable dimension reduction
technique. This approach is used as an attempt to understand the true nature of
data structure which may be not reflected by direct two-dimensional views. There
are a number of lower-dimensional projections methods; according to Everitt et al.
(2011) the most common is Principal Components Analysis (PCA). PCA is a method
for projecting the data to a new coordinate system, where the original variables
(possibly correlated) are transformed through linear combinations into a new set
of uncorrelated variables called Principal Components (PCs). This transformation
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Figure 4.18 - Scatterplot matrix for all the features being considered (excluding data for
volunteers who joined the project for just one day). Each cell shows the data
density for the combination of two features.

on data is done in such a way that each PC is ordered in decreasing order by data
variance.

Dimensionality reduction can be achieved by selecting the first n PCs which ad-
equately represent the data set. The choice of n is often an ad hoc process (YE-

UNG; RUZZO, 2000). For visualization the two or three first PCs are usually chosen
(EVERITT et al., 2011). The first two PCs can give suitable two-dimensional repre-
sentation to view the cluster structure if a clear structure exists (JOLLIFFE, 2002).
Figure 4.19 shows a scatterplot matrix with the estimate of data density (without
volunteers who collaborate just for one day) from the three first PCs. It does not
point out a clear evidence of clusters, but just a region with high density of points.
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Figure 4.19 - Scatter plot matrix for the three fisrt PCs with density estimation (excluding
data for volunteers who joined the project for just one day).

The quality of a projection can be quantified through the concept of dispersion
(JOLLIFFE, 2002). A cloud of points of n dimensions is better represented into two
dimensions if there is a high variability (variance) on these two dimensions. The
percentage of variance is also the percentage of information explained by a given
dimension (HUSSON et al., 2010). Figure 4.20 shows the distribution of variance on
each PC. Note that the first two PCs represent more than 90% of information about
the data distribution.

Factors like differences on magnitude and the existence of variables with irrelevant
information may hide cluster structure. Next, we investigate two approaches which
may help improve the detection of groups on data: standardization in section 4.3.1
and the relevance of features on grouping data in section 4.3.2.

4.3.1 Data Standardization

In many applications of cluster analysis the data are not used directly, they are
transformed by some process, such as standardization or normalization. There is
not a consensus about the use of the terms standardization and normalization. This
work uses the term standardization as described by Milligan e Cooper (1988). Stan-
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Figure 4.20 - Distribution of Variance on each PC.

dardization may be defined as a process whose purpose is to equalize the size (or
magnitude) and the variability of the input data, giving all variables the same im-
portance. Differences in the magnitude or scales of input data either hide cluster
structure or in some cases may represent information that defines the clusters, so
that, standardization may or not may be useful in a particular application (MILLI-

GAN; COOPER, 1988).

For convenience, let the matrix n × d denote a d-dimensional dataset. This matrix
is given by:

(x∗1, x∗2, . . . , x∗n)T =


x∗11 x∗12 . . . x∗1d

x∗21 x∗22 . . . x∗2d
... ... . . . ...
x∗n1 x∗n2 . . . x∗nd



Gan et al. (2007) summarize the various standardization methods as being the choice
of different Lj (a location measure) and Mj (a scale measure) in equation 4.1. Ta-
ble 4.1 shows some options of Lj and Mj.

xij =
x∗ij − Lj
Mj

(4.1)

The existence of numerous approaches hamper the decision process of which one to

1Uncorrected Standard Deviation
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Table 4.1 - Some data standardization methods and its respective Lj and Mj according
to Gan et al. (2007).

Name Lj Mj

z-score x̄∗j σ∗j

USTD1 0 σ∗j

Maximum 0 1≤i≤nmax(x∗ij)

Mean x̄∗j 1

Range 1≤i≤nmin(x∗ij) 1≤i≤nmax(x∗ij)−1≤i≤n min(x∗ij)

Sum 0 ∑n
i=1 x

∗
ij

use (MILLIGAN; COOPER, 1988). In order to assess the possible improvements stan-
dardization methods may bring, we process the data through the following equations:

xij =
x∗ij − x̄∗j
σ∗j

(4.2)

xij =
x∗ij
σ∗j

(4.3)

xij =
x∗ij

1≤i≤nmax(x∗ij)
(4.4)

xij =
x∗ij

1≤i≤nmax(x∗ij)−1≤i≤n min(x∗ij)
(4.5)

xij =
x∗ij −1≤i≤n min(x∗ij)

1≤i≤nmax(x∗ij)−1≤i≤n min(x∗ij)
(4.6)

xij =
x∗ij∑n
i=1 x

∗
ij

(4.7)

Using these equations, the original dataset (S0) was transformed resulting in six new
datasets (S1 to S6). Figure 4.21 shows the scatterplot of projection of the first two
principal components for each dataset (S1 to S6) obtained through the six methods of
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standardization. This experiment suggests at least two regions with higher density of
points (see the projection of S3, S4 or S5 in Figure 4.21). The projection of the dataset
S1 (Figure 4.21(a)) and S2 (Figure 4.21(b)) and S6 (Figure 4.21(f)) did not evidence
clusters. On the other hand, the projection of the dataset S3 (Figure 4.21(c)), S4

(Figure 4.21(d)) and S5 (Figure 4.21(e)) showed two regions (in red) with high
density of points.

Figure 4.21 - Scatterplot of the first two principal components of dataset standardized by
the six methods of standardization.

(a) S1 - 43.39% of information (b) S2 - 43.39% of information (c) S3 - 83.38% of information

(d) S4 - 83.39% of information (e) S5 - 83.39% of information (f) S6 - 67.67% of information

4.3.2 Relevance of Features on Grouping Data

In a previous work (MORAIS; SANTOS, 2015) we showed that the features Relative
Active Duration, Assiduity and Distribution of Collaboration were able to describe
some behavioral aspect of volunteers. In this study we proposed the addiction of five
new features (i.e. Maximum Sustained Effort, Processing Power, Novelty, Challenge
and Recurrence) based on model for volunteer interaction with web-based citizen
science projects (described in section 3.3.1).
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In the following experiment we evaluate if the removal of these additional features
brought any new evidence of groups within data. Starting with the entire dataset,
we applied the PCA and removed the feature with the lowest coefficient related to
the first PC. In order to evaluate visually the result of this removal we plot the first
two PCs. The experiment stopped when any of the coefficient related to the features
Relative Active Duration, Assiduity or Distribution of Collaboration was the lowest.

To perform this experiment we selected three datasets: S1, S3 and S6, where their
projection are shown in Figure 4.21(a), Figure 4.21(c) and Figure 4.21(f), respec-
tively. We make this choice because in Figure 4.21 these datasets yield visually
different results on data distributions. It is noteworthy that the projection of the
datasets S2 (Figure 4.21(b)), S4 (Figure 4.21(d)) and S5 (Figure 4.21(e)) are similar
to S1 or S3.

Figure 4.22 - Scatterplot of the first two principal components of dataset S1 on each step
of experiment.

(a) Complete dataset (8 fea-
tures)

(b) After removing Novelty (7
features)

(c) After removing Challenge
(6 features)

(d) After removing Process-
ing Power (5 features)

(e) After removing Recur-
rence (4 features)

(f) After removing Maximum
Sustained Effort (3 features)
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Figure 4.22 presents the projection of dataset S1 on each step of experiment. In the
first step, Figure 4.22(a) shows a scatterplot of the first two PC of dataset S1 con-
taining all features. Note that there is no evidence of clusters. The removal of feature
Novelty (Figure 4.22(b)) spread the data. However, it still did not show clusters. The
initial evidence of clusters starts in Figure 4.22(c) with the removal of feature Chal-
lenge in the third step. The removal of feature Processing Power (Figure 4.22(d))
did not affect the visual appearance of previous step. In the fifth step, the removal
of feature Recurrence shows the evidence of two groups separated by a tiny space in
Figure 4.22(e). A clear evidence of two groups appeared in Figure 4.22(f) with the
removal of feature Maximum Sustained Effort.

Figure 4.23 - Scatterplot of the first two principal components of dataset S3 on each step
of experiment.

(a) Complete dataset (8 fea-
tures)

(b) After removing Novelty (7
features)

(c) After removing Challenge
(6 features)

(d) After removing Process-
ing Power (5 features)

(e) After removing Recur-
rence (4 features)

(f) After removing Maximum
Sustained Effort (3 features)

Figure 4.23 presents the experiments done with dataset S3. Following the same
process, the removal of features Novelty, Challenge, Processing Power, Recurrence
and Maximum Sustained Effort did not affect the initial evidence of two groups on
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the data. Note that the removal of feature Novelty in Figure 4.23(b), Challenge in
Figure 4.23(c), Processing Power in Figure 4.23(d), Recurrence in Figure 4.23(e)
and Maximum Sustained Effort in Figure 4.23(f) show the same data distribution.

Figure 4.24 - Scatterplot of the first two principal components of dataset S6 on each step
of experiment.

(a) Complete dataset (8 fea-
tures)

(b) After removing Novelty (7
features)

(c) After removing Challenge
(6 features)

(d) After removing Recur-
rence (5 features)

(e) After removing Processing
Power (4 features)

(f) After removing Maximum
Sustained Effort (3 features)

Figure 4.24 presents the steps of experiments done with dataset S6. The removal
of features Novelty, Challenge, Recurrence and Processing Power did not signifi-
cantly affect the initial appearance of the data projection, see Figure 4.24(b), 4.24(c),
4.24(d) and 4.24(e), respectively. At the last step, the removal of feature Maximum
Sustained Effort shows the evidence of two groups on data, see Figure 4.24(f).

These experiments allowed us to conclude that the features Relative Active Dura-
tion, Assiduity and Distribution of Collaboration were able to show groups which
were hidden in the datasets. However, it should be noted that the standardization
methods which resulting in datasets S1 and S6 could not give the same importance
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(magnitude) for all variables. This fact may be the reason why these datasets did
not show any clusters. The evidence that the five features may be not relevant for
clustering analysis is showed by the experiments performed with the dataset S3, see
Figure 4.23. Initially, the dataset S3 showed two regions with high density of points
(in red). The removal of the five new features did not affect the data distribution,
i.e., it is possible to observe these two regions using just the features Relative Active
Duration, Assiduity and Distribution of Collaboration.

In order to verify the data distribution without the features Relative Active Dura-
tion, Assiduity and Distribution of Collaboration, we removed these features from
the analyzed datasets (S0 to S6) and observed their projections. Figure 4.25 shows
that there is no evidence of groups within these datasets without the features Rel-
ative Active Duration, Assiduity and Distribution of Collaboration.

Figure 4.25 - Scatterplot of the first two principal components of the datasets S0 to S6
without the features Relative Active Duration, Assiduity and Distribution
of Collaboration.

(a) S1 (b) S2 (c) S3

(d) S4 (e) S5 (f) S6
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5 CLUSTERING ANALYSIS

Cluster analysis is probably the preferred generic term for procedures which seek
to uncover groups in data (EVERITT et al., 2011). In short, it may be described
as a process organizing data into groups based only on information found in the
data. Formally, these groups are called clusters and are defined in terms of internal
cohesion (homogeneity) and external isolation (separation), so that a cluster is a
collection of similar data objects within the same group and dissimilar to the objects
in other groups.

In practice, the process of seeking groups in data involves deciding which data will be
used to cluster, the selection of computational method (i.e. a clustering technique),
the choice of a proximity measure to discern if two data objects are similar or
dissimilar and how to evaluate the quality of the discovered groups. Each step of
this process has a significant number of options to be chosen.

There are many applications of cluster analysis to practical problems. In the context
of this dissertation, techniques of data clustering are applied in a dataset which
describes the features of the volunteers’ behavior in a citizen science project, in order
to detect groups of volunteers which follow similar behavioral pattern. Throughout
this chapter, we present the basic concepts of the cluster analysis literature in Section
5.1 and the experiments performed as well as the clustering techniques explored for
this work in Section 5.2.

5.1 Basic Concepts

In most applications of cluster analysis, the data are organized in a multivariate
matrix Mnd. This matrix represents n data objects with d variables. The rows and
columns of the matrix represent different entities, each row corresponds to a data
object while each column consists of a characteristic of the object, so that, the entry
xij in Mnd gives the value of the jth variable (column) of the data object i (row).
The set of possible values assumed by a variable is determined by its type. The
data type has a significant impact on the process of cluster analysis (AGGARWAL;

REDDY, 2013). It may determine the choice of a proximity measure and influence
the selection of a clustering algorithm.

The types of variables that often occur in cluster analysis are: Nominal also called
categorical, their values are symbols or names of things without any meaningful
order, Binary that are nominal variables with only two categories (or states) 0
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or 1, Ordinal which is similar to nominal variables, except that their values have
a meaningful order and, Numeric that are measurable quantities represented in
integer or real values which can be interval-scaled or ratio-scaled (HAN; KAMBER,
2006). The d variables of a multivariate matrix may be composed by data types of
one or different types. In the context of this research, the data matrix is composed by
numeric values which measure the aspects of how volunteers interact with web-based
citizen science projects.

The central step to identify groups hidden in data is to know about how close
individuals (data objects) are to each other, or how far apart they are (EVERITT

et al., 2011). There is a wide number of measurements of proximity proposed in
literature, each of these measurements were proposed to deal with one or more types
of variables. Proximity is a generic term which refers to measures of dissimilarity,
distance or similarity.

In general, clustering algorithms are based on measures of dissimilarity. Given a
space of attributes, i.e. the set of points into a d dimensional space where d is the
number of variables which describes a data object, a measure of dissimilarity is a
function f(i, j) which produces a real number indicating how far apart the data
objects i and j are from each other. Details about the different kind of proxim-
ity measures are shown in (EVERITT et al., 2011). The most familiar dissimilarity
measure for numerical variables used in cluster analysis is the Euclidean distance:

f(i, j) =

√√√√ d∑
k=1

(ik − jk)2

In practice, for many applications the notion of a cluster is not well defined (TAN et

al., 2006). The definition of a cluster is often imprecise and depends on the nature of
data and the desired results. Moreover, distinct clustering methods, or even the same
clustering method run with different input parameters, applied in a given dataset
usually provide different groups of data. Figure 5.1 shows how the same data could
lead to different clusters.

Consider the set of points in a two-dimensional space showed by Figure 5.1(a).
Visually, these points seem to be divided into two groups as shown in Figure 5.1(b).
Moreover, by an artifact of the human visual system, each of the two groups may be
reorganized into three subclusters, see Figure 5.1(c). It may not be unreasonable to
say that the points form four clusters as shown in Figure 5.1(d), however, for some
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applications it could be the desired result (TAN et al., 2006). In short, data clustering
is done in order to find useful groups of objects, where useful should be defined in
terms of the goals of the data analysis.

Figure 5.1 - Different ways of clustering the same set of points.

(a) Points. (b) Two clusters.

(c) Six clusters. (d) Four clusters.

SOURCE: Tan et al. (2006).

Practical problems have shown different types (or notions) of clusters. In order to
illustrate this concept, Figure 5.2 shows distinct distributions of points which may
represents different types of clusters.

Figure 5.2 - Types of clusters illustrated into two-dimensional points space.

(a) Well-separated clusters. (b) Center-based clus-
ters.

(c) Density-based clusters. (d) Conceptual clusters.

SOURCE: Tan et al. (2006).
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Figure 5.2(a) shows an example of well-separated set of objects in which each object
is closer to every other object in the cluster than to any object not in the cluster.
This type of cluster is an idealistic definition of cluster which is satisfied only if the
data contains natural clusters (TAN et al., 2006). The shape of this kind of cluster
does not need to be globular. In this kind of cluster given any two points in different
groups, the distance between them is larger than the distance between any point
within a group.

Figure 5.2(b) shows an example of center-based clusters, also called prototype-based.
In a center-based clusters, each point is closer to the center (prototype) of its cluster
than to center of any other cluster. For numerical data, the prototype is usually the
average of all points in the cluster. In contrast to well-separated clusters, center-
based clusters tends to be globular. Another example is shown in Figure 5.2(c), this
type is called Density-Based. A cluster in this case is a dense region of objects that
is surrounded by a region of low density. Clusters may also be defined by a set of
objects that share some property. In conceptual clusters, points which are very close
may conceptually belong to different clusters. Figure 5.2(d) exemplifies this concept.

5.1.1 A Categorization of Clustering Methods

There are many clustering methods and it is difficult to organize them into cate-
gories, once some methods may have features from several categories (HAN; KAMBER,
2006). A relatively organized picture of clustering methods is presented by Han e
Kamber (2006) and Aggarwal e Reddy (2013) with some differences in terminology.
The major fundamental clustering methods can be categorized into few clustering
methodologies such as:

Distance-based Methods: are the simplest and most fundamental methodology
of cluster analysis. They are used in a wide variety of scenarios, their implementation
is easily compared to other clustering methods and they can be used with almost
all data types, as long as an appropriate distance function is chosen (AGGARWAL;

REDDY, 2013). These methods can be generally divided into two types: Partitioning
Methods and Hierarchical Methods.

In Partitioning Methods, a given data set with n data objects is organized into the
k partitions (or clusters). These methods require some background knowledge to
specify the number k of partitions, which may be a drawback in some cases. Methods
of this category adopt a hard clustering procedure or fuzzy clustering procedure. In
the first, a data object is either assigned to or not assigned to a cluster while in the
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latter, a data object is assigned to a membership function for each of the clusters.
Fuzzy clustering procedures are more flexible and robust to deal with noisy and
uncertain data than hard clustering procedures (CHI et al., 1996). It is noteworthy
that partitioning methods work well to find clusters with normal distribution, but
are inefficient to find clusters with complex shapes (HAN; KAMBER, 2006).

Hierarchical Methods organize the data objects into a tree at varying levels of granu-
larity. These methods can be further classified as agglomerative or divisive, depend-
ing on whether the hierarchical group is formed through a bottom-up (merge) or a
top-down (split) strategy respectively. Advantages of these methods are the repre-
sentation of the data into a hierarchical form which is useful for data summarization
and visualization to small or medium size datasets, moreover, they do not require
background knowledge.

Density-based Methods: were proposed to deal with requirements of scalability to
large datasets and the ability to detect and remove noise and outliers (AGGARWAL;

REDDY, 2013). Methods of these approaches assume that the density within areas of
noise is lower than the density in any of the clusters. Therefore, areas of low density
are treated as noise and are not assigned to any cluster. These methods can be
considered as a nonparametric approach, with no assumptions about the shape, the
number of clusters or the data distribution. This kind of method is a good option
when data contains clusters which are irregular or intertwined, and when noise and
outliers are present (TAN et al., 2006). Methods of this category have some key design
questions to be answered as how the density is estimated and how the connectivity
is defined. Some examples of methods are DBSCAN (ESTER et al., 1996), DENCLUE
(HINNEBURG; KEIM, 1998) and OPTICS (ANKERST et al., 1999).

Grid-based Methods: are closely related to density-based approach (AGGARWAL;

REDDY, 2013). Some authors describe them as being a specific class of density-based
methods. In a general approach, these methods partition the data into a finite num-
ber of cells arranged in a grid structure and form clusters through the cells. In these
methods, clusters correspond to regions that are more dense in data points than
their surroundings. The main advantage of these approaches is their fast processing
time (HAN; KAMBER, 2006). The computational complexity of their algorithms is
typically independent of the number of data objects, but dependent on the num-
ber of cells. The efficiency of grid-based clustering algorithms comes from how data
points are grouped into cells and clustered collectively rather than individually (AG-

GARWAL; REDDY, 2013). Some examples of methods are STING (WANG et al., 1997),
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WaveCluster (SHEIKHOLESLAMI et al., 1998) and CLIQUE (AGRAWAL et al., 1998).

Model-based Methods: attempt to optimize the fit between a given data and
some mathematical model (HAN; KAMBER, 2006). These methods are composed of
different approaches like Probabilistic and Generative Methods and Neural Net-
works. In probabilistic models, for example, the methods are often based on the
assumption that the data are generated by a mixture of underlying probability
distributions. The clustering problem is transformed into a parameter estimation
problem (AGGARWAL; REDDY, 2013). The neural network approach is motivated
by biological neural networks. It tends to represent each cluster as an example (or
prototype) achieved by a numerical process called learning.

5.1.2 Evaluation of Clustering

Blindly applying a clustering method on a given data set will return clusters, but
these clusters may not be meaningful or may be misleading. Therefore, it is im-
portant to assess the quality of the results generated by a clustering method (HAN;

KAMBER, 2006). Measuring clustering quality has long been recognized as one of
the essential issues to the success of clustering applications (JAIN; DUBES, 1988).
However, there is no conclusive solution to cluster validation, even though much
effort has been spent on this problem (AGGARWAL; REDDY, 2013).

In the literature, a wide variety of clustering validation measures have been pro-
posed. These measures can be categorized into external clustering validation and
internal clustering validation (AGGARWAL; REDDY, 2013). On external validation
measures, information provided by human experts is used for clustering validation.
In practice, some real applications do not have external information available and
only internal measures are possible. On internal clustering validation only the data
and the results of cluster algorithms are used for clustering validation. It is notewor-
thy that different validation measures may be appropriate for different clustering
algorithms (AGGARWAL; REDDY, 2013). Experiments done by Xiong (AGGARWAL;

REDDY, 2013) show that internal clustering validation may be affected by data as-
pects like noise, density, sub-clustering, skewed distribution and arbitrary shape.

5.2 Cluster Analysis of Volunteer Data

Recent studies have analyzed usage logs (records of who did what and when) in
an attempt to infer information about volunteers’ motivation. These studies focus
on detection of groups of volunteers whose interactions with the project follow a
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similar behavior pattern. In this context, cluster analysis is a field of knowledge
which provides a wide number of techniques to support the detection (or uncover)
of groups of volunteers in data.

It is worth mentioning that some volunteers’ behaviors are well know and easily de-
tectable. Often volunteers on web-based citizen science projects contribute to these
projects in small quantities or in short bursts (EVELEIGH et al., 2014). Previous anal-
yses of usage logs have showed the existence of two main groups of volunteers. One
is formed by volunteers who contribute just for one day, and the other is composed
by volunteers who contribute at least for two days. The existence of these two main
groups were noted by the analyses of the usage logs of Galaxy Zoo (MAO et al., 2013;
MORAIS et al., 2013; PONCIANO et al., 2014), The Milky Way (PONCIANO et al., 2014),
the Sun4All (PONCIANO, 2015) and Cell Spotting (PONCIANO, 2015).

Volunteers who collaborate just for one day have been considered as a volunteer
profile and were removed from cluster analysis by previous works like Ponciano e
Brasileiro (2015) and Ponciano (2015). Following this line, we removed these vol-
unteers from the data to be clustered. Therefore, the experiments described in this
section were performed with 51,512 volunteers who performed 69,532,456 collabora-
tions.

This section aims to present the challenges and issues of applying clustering tech-
niques to detect groups of volunteers with similar pattern behavior. The experi-
ments described in this section include K-Means, Fuzzy C-Means, DBSCAN and
Self-Organizing Maps. In order to verify the possible benefits of standardization of
variables, the chosen clustering methods were applied on the original data set (S0)
and on six datasets (S1 to S6) obtained through the methods of standardization
described on section 4.3.1. Moreover, the experiments are organized into two parts.
One considering just the features Relative Active Duration, Assiduity and Distribu-
tion of Collaboration and the other considering the entire set of features, i.e., these
three features and the other five: Maximum Sustained Effort, Processing Power,
Novelty, Challenge and Recurrence. The following sections present in details the
experiments performed with those clustering techniques.

5.2.1 Partitioning Methods: K-Means and Fuzzy C-Means

One of the most used method of partitioning is K-Means algorithm and its vari-
ations. The basic K-Means steps are described by the Algorithm 5.2.1. In short,
given an input dataset and the number k of partitions, K-Means randomly selects k
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data objects. Each one of the k data objects initially represents a cluster mean, also
called centroid. For each data object within the dataset, a data object is assigned to
a cluster that is the most similar based on the distance (often Euclidean distance)
between this data object and the cluster mean (the centroid). The algorithm then
updates the centroid of each cluster by calculating its new cluster mean. This pro-
cess iterates until the centroids do not change significantly, which happens when
a criterion function converges. Typically, the criterion consists of minimizing the
Square-Error function:

E =
k∑
i

∑
pεCi

‖p−mi‖2 ,

where E is the sum of the square error for all data objects into the dataset; p is
the point representing a given data object; and mi is the mean of cluster Ci. This
criterion tries to find k clusters which are as compact and as separated as possible.

Algorithm 5.2.1: Basic K-Means algorithm
Input: The number k of clusters
Result: A set of k clusters

1 Select k points as initial centroids;
2 repeat
3 From k clusters by assigning each point to its closest centroid;
4 Recompute the centroid of each cluster;
5 until Centroids do not change;

Previous works on characterization of volunteers (PONCIANO; BRASILEIRO, 2015;
PONCIANO, 2015) already used K-Means to extract groups of volunteers. Although
K-Means has been helpful to uncover groups of volunteers in these works, this algo-
rithm is inefficient in some scenarios. In the clustering literature, K-Means is known
as being good for finding cluster with normal distribution and it is inefficient to
deal with data that doesn’t contain compact and well-defined cluster. Moreover, the
results obtained by K-Means are strongly dependent on the initial centroids and the
algorithm is sensitive to noise and outliers, i.e. a small number of noise or outliers
may substantially influence the update of centroids (HAN; KAMBER, 2006).

In a hard clustering procedure, like K-Means, a data object is either assigned to or
not assigned to a cluster. In practice, there are cases where a data object may be
assigned to one cluster as well as to another. In scenarios were the clusters were
not completely disjointed, a fuzzy clustering procedure may provide better results
than hard clustering procedures. In a fuzzy clustering procedures the data objects
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are organized into a given number of partitions through membership function. This
function indicates the degree of membership of a data object to a given cluster, i.e.,
each data object belongs to all clusters with varying degrees of membership between
0 and 1, where values close to one indicate higher confidence in the assignment of
the pattern to the cluster.

The Fuzzy C-Means algorithm is the most popular fuzzy clustering procedure (CHI

et al., 1996). This algorithm is considered an extension of the K-Means algorithm.
The basic Fuzzy C-Means steps are described by the Algorithm 5.2.2. The algorithm
may be considered as an iterative optimization procedure whose objective function
is the sum of the squared Euclidean distance between each data object and its
corresponding centroids, with the distance weighted by the fuzzy memberships. In
each step, the algorithm aims to minimize the function:

J(U, V ) =
c∑
i=1

n∑
k=1

umik ‖xk − vi‖
2 ,

where xk is the point representing a given data object and vi a cluster center; V =
v1, ..., vc a set of c clusters centers; m an exponent weight factor; and U a c × n

matrix, where uik is the ith membership value of the kth data object xk.

Algorithm 5.2.2: Basic Fuzzy C-Means algorithm
Input: The number of clusters (c) and a value of mε[1,∞)
Result: A set of c clusters

1 Initialize the membership values U (0) randomly or based on an approximation;
2 Select c points as initial centroids, i.e., initialize the cluster centers V (0);
3 repeat
4 Given the membership values U (α), compute the cluster centers V (α)

according to Equation 5.1;
5 Update the membership values U (α) according to Equation 5.2;
6 until max|uαik − uα−1

ik | < ε;

In short, given an input dataset with n data objects, c the number of partitions and
m a weight factor, Fuzzy C-Means initializes the membership values of matrix U

and randomly selects c data objects to represent the initial clusters. For each data
object within the dataset, V (the cluster centers) and U (the membership values)
are updated by the equations 5.1 and 5.2, respectively.

vi = 1∑n
k=1 u

m
ik

n∑
k=1

umikxik (5.1)
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uik =

[
1

|xk−vi|2
] 1

(m−1)

∑c
j=1

[
1

|xk−vj |2
] 1

(m−1)
(5.2)

The common characteristic of any partitioning methods is to require a number of
partitions (as an input parameter) in which the data objects will be organized. Ap-
plying these methods without the most appropriate number of partitions returns
clusters which may not be meaningful or may be misleading. The number of par-
titions is often estimated through techniques of cluster evaluation, i.e. validation
measures, or specified by some background knowledge. In the first approach, this
number is estimated by applying the method several times, each time with a differ-
ent number of partitions and choosing the best number based on some measure that
evaluates the clustering results. Different validation measures may be appropriate
for different clustering algorithms (AGGARWAL; REDDY, 2013).

Silhouette analysis is one of the several techniques described in the clustering litera-
ture which may measure the quality of the resulting clusters (ROUSSEEUW, 1987). It
is defined as being a function s(i) which measures how well a data object i matches
with a given cluster. With a range of −1 to 1, it is interpreted as following: values
close to −1 indicates that i should be assigned to some neighboring cluster, while
values close to 1 means that it is already in the appropriate cluster and, values close
to 0 suggest that i is on the border of two or more natural clusters. The average of
the s(i) (called silhouette coefficient) for all objects i in the data set is used as a mea-
sure for cluster evaluation. Silhouette coefficients may be interpreted subjectively as
shown in Table 5.1.

Table 5.1 - Rule of thumb to interpret the silhouette coefficient (STRUYF et al., 1997).

SC Interpretation
0.71− 1.00 A strong structure has been found.
0.51− 0.70 A reasonable structure has been found.
0.26− 0.5 The structure is weak and could be artificial.
≤ 0.25 No substantial structure has been found.

Another example of validation measure for hard clustering procedures is the Error
Sum of Squares, also called Within-Groups Sum of Squares. In short, the Error
Sum of Squares measures the difference between the centroid and its points, so
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that, low values show how well the centroids represent the points assigned to them.
Considering the Error Sum of Squares and the silhouette coefficient, the choice of
k partitions consists of looking for the higher value of silhouette coefficient and the
lower value of the Error Sum of Squares.

For fuzzy clustering procedures like Fuzzy C-Means, there are several techniques for
cluster evaluation. The commonly used are Partition Coefficient, Partition Entropy,
Fukuyama Sugeno and Xie Beni (SAAD; ALIMI, 2012). The appropriate number is
usually found by applying the algorithm several times with different number of par-
titions, and seeking for a result which maximize Partition Coefficient and minimizes
the others (SAAD; ALIMI, 2012). Besides the number of partitions, Fuzzy C-Means
algorithm also requires a weight factor m as an input parameter. This parameter
reduces the influence of small membership values, in a way that the larger the value
of m, the smaller the influence of data objects with small membership values (CHI

et al., 1996).

Next, the results and analysis of the K-Means and Fuzzy C-Means are described
in details. For all experiments the algorithms were run with number of partitions
varying from 2 to 30.

Results and Analysis of experiments performed with K-Means:
The best values for the silhouette coefficient for the datasets (S0 to S6), containing
only the three features, are shown in Table 5.2.

Table 5.2 - The best values for silhouette coefficient obtained from the datasets with the
features Relative Active Duration, Assiduity and Distribution of Collaboration.

Data Max(SC) K
S0 0.48 2
S1 0.43 3
S2 0.43 3
S3 0.48 2
S4 0.48 2
S5 0.48 2
S6 0.44 3

Silhouette coefficient indicated two clusters on the experiments done with datasets
S0, S3, S4 and S5, and three clusters for datasets S1, S2 and S6. However, according
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to the rule of thumb (Table 5.1), these clusters could be artificial.

Figure 5.3 shows the values of the centroids obtained from experiments done with
k = 2 and datasets S0, S3, S4 and S5. Observe that the clusters found from different
datasets are similar.

Figure 5.3 - The values of centroids obtained from K-Means for k = 2 and the datasets
S0, S3, S4 and S5.

(a) S0 (b) S3

(c) S4 (d) S5

Consider Figure 5.3(a) to illustrate the two clusters. The analysis of the centroids
suggests that in general volunteers performed most of the collaborations in one day
(see that the value of the feature Distribution of Collaboration is higher than 0.5
in both clusters). The bar-plot labeled as Cluster1 shows that the feature Relative
Active Duration is close to 0.2, indicating that there are volunteers who joined the
project for almost four months (i.e. 0.2×600 days = 120 days). Volunteers from this
cluster were not assiduous (note that the feature Assiduity is close to 10%), so that
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in practice they collaborated for some weeks (0.1× 120 days = 12 days). The other
cluster, (see the bar-plot labeled as Cluster2 ) indicates that there are volunteers
who joined the project and abandoned it shortly afterwards, being assiduous during
this period.

Figure 5.4 shows results of experiments performed with datasets S1, S2 and S6 with
plots of centroids for k = 3. Note that the clusters found from these datasets were
similar.

Figure 5.4 - The values of centroids obtained from K-Means for k = 3 and the datasets
S1, S2, S6.

(a) S1 (b) S2

(c) S6

Consider Figure 5.4(a): one cluster is formed by volunteers who joined the project
for two months (0.1 × 600 days = 60 days), but in practice collaborated just for
some weeks (0.2 × 60 days = 12 days) and performed almost all collaborations in
one day; the second cluster consists of assiduous volunteers who joined the project
and abandoned it shortly afterwards, performing almost all collaborations in one
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day; the third cluster is formed by volunteers who joined the project for almost one
year (0.6× 600 days = 360 days), but were not assiduous and collaborated just for
about one month (0.1×360 days = 36 days). In contrast to other clusters, volunteers
from the third cluster distributed their collaborations in a most homogeneous way
along the active days.

These experiments did not indicate the presence of assiduous volunteers who joined
the project for years and spread their collaboration along their active days. In Chap-
ter 4, exploratory data analysis (section 4.2) singled out the evidence of this kind of
behavior. Considering the volunteers who joined the project for more than one year
(i.e. the feature Relative Active Duration is higher than or equal to 0.6) and defining
that these volunteers can be called assiduous if the feature Assiduity is higher than
0.6, manual analysis of the data indicates at least eighteen volunteers who follow
this behavior. As an attempt to detect this profile and investigate the existence of
other patterns, some experiments considering the Error Sum of Squares were done
with K-Means in order to evaluate the choice of other values to k.

Figure 5.5 shows the values of the Error Sum of Squares and silhouette coefficient
for each partition obtained by the experiments performed with dataset S0. Looking
for the higher value of silhouette coefficient and the lower value of the Error Sum of
Squares, the better options for the value of k are k = 16 or k = 18.

Figure 5.5 - Values of the Error Sum of Squares and silhouette coefficient obtained by the
experiment performed with dataset S0.
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The clusters obtained through k = 16 and k = 18 are illustrated in Figure 5.6. Note
that Figure 5.6 does not show clusters whose features Relative Active Duration and
Assiduity are higher than 0.6 which would represent the volunteers singled out during
the exploratory data analysis. Moreover, the clusters shown by Figures 5.6(a) and
Figures 5.6(b) did not point out new evidence of volunteers’ profiles. The clusters
could be described as slight variations of the profiles already described. Experiments
done with datasets S1 to S6 point out the same results.

Figure 5.6 - Groups of volunteers obtained from K-Means applied on datasets S0 for k = 16
and k = 18.

(a) k = 16

(b) k = 18

Table 5.3 shows the best values for the silhouette coefficient for each dataset (S0

to S6) composed by the eight proposed features. According to the rule of thumb,
the results indicate that no substantial structure could be found with exception of
dataset S0. Silhouette coefficient suggests two clusters into the dataset S0.
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Table 5.3 - The best values of Silhouette Coefficient achieved from K-Means applied on
all features

Data Max(SC) K
S0 0.62 2
S1 0.13 3
S2 0.13 2
S3 0.17 2
S4 0.17 2
S5 0.17 2
S6 0.20 3

The main difference between these clusters is the feature Recurrence, the values of
the other features are similar in both clusters, see Figure 5.7. One cluster is composed
by volunteers who usually did not return to collaborate on the same active day and
the other is composed by volunteers who returned on average of four times.

Figure 5.7 - The centroid obtained from K-Means for k = 2 considering the silhouette
coefficient and the dataset S0.

With regard to the value of the features Relative Active Duration, Assiduity and Dis-
tribution of Collaboration the clusters show volunteers who collaborated for almost
four months without being assiduous and performed a good amount of collaboration
just in one day. The other features indicate that these volunteers maintaining their
mental context for about thirty minutes, spent some seconds thinking about the
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tasks, did not perform a task more than one time in the same period of engagement
and had to deal only with easy tasks.

Considering the Error Sum of Squares, Figure 5.8 shows the values of silhouette
coefficient and the Error Sum of Squares, for k from 2 to 30. Note, in Figure 5.8,
that with the decrease of the Error Sum of Squares, the silhouette coefficient achieves
values lower than 0.25. According to the rule of thumb, silhouette coefficient values
lower than 0.25 indicates that no substantial structures were found. The red dashed
line in Figure 5.8 delimits the values of k whose silhouette coefficient is higher than
0.25.

Figure 5.8 - Values of the Error Sum of Squares and silhouette coefficient obtained by the
experiment performed with dataset S0 containing the eight features.

Figure 5.9 shows the centroids for k = 7, k = 9 and k = 13. With regard to the
value of the features Relative Active Duration, Assiduity and Distribution of Collab-
oration, the analysis of the centroids did not point out new evidences of volunteers’
profiles with respect to the first experiments performed with three features. The
other five features present few variations between the clusters with exception of the
feature Recurrence as observed during the analysis of the two clusters pointed out
by silhouette coefficient showed in Figure 5.7.

Results and Analysis of experiments performed with Fuzzy C-Means:
Figure 5.10 shows the cluster validation measures for c varying from 2 to 30, obtained
through the dataset S0 for m = 2 and considering the features Relative Active Du-
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ration, Assiduity and Distribution of Collaboration. These measures do not indicate
a clear evidence of clustering structure into data, i.e., it is not possible to choose a
value of c which maximizes Partition Coefficient and minimizes Partition Entropy,
Fukuyama Sugeno and Xie Beni.

Figure 5.9 - The centroids from K-Means considering the silhouette coefficient, the Error
Sum of Squares and the dataset S0.

(a) k = 7

(b) k = 9

(c) k = 13
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Figure 5.10 - Fuzzy C-Means cluster validation measures for different values of c for
dataset S0 and m = 2 considering three features.

For the other datasets (S1 to S6) the same result could be observed. Moreover,
different values of m were analyzed during the experiments in an attempt to get a
clear evidence of clusters into data, but no evidence of cluster structure could be
found.

Figure 5.11 shows the centroids obtained through different values of c for dataset
S0. The values of c were chosen for the following reasons: c = 2 maximizes the
value of Partition Coefficient and minimizes the value of Partition Entropy, c = 4
minimizes the value of Fukuyama Sugeno, c = 15 minimizes the value of Xie Beni
and c = 5 visually seems to be the most appropriate value of c which maximizes
Partition Coefficient and minimize the others. The groups observed for each value
of c are similar to results obtained by K-means (compare Figure 5.11 to Figure 5.3
and 5.4). The increase of the partitions just shows slight variations in the values of
features, which in practice doesn’t change the meaning of the groups of volunteers
already mentioned.

With regard to the datasets (S0 to S6) containing the eight features, S1 and S2

present the ideal condition where Partition Coefficient is maximum and the other is
minimum for c = 2. Figure 5.12 shows the cluster validation measures for dataset
S1. The two groups obtained from S1 and S2 were similar.
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Figure 5.11 - The centroids from C-Means considering the dataset S0 and m = 2.

(a) c = 2 (b) c = 4

(c) c = 5

(d) c = 15

Figure 5.13 shows the values of centroids. Observe that these groups are similar to
the two groups found by K-Means (compare the Figure 5.13 to the Figure 5.7), the
main particularity is the lower value to the feature Recurrence in Figure 5.13.
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Figure 5.12 - Fuzzy C-Means cluster validation measures for different values of c for
dataset S1 and m = 2.

Figure 5.13 - The centroids from Fuzzy C-Means considering dataset S1, c = 2 and m = 2
containing the eight features.

5.2.2 Density-based Method: DBSCAN

In contrast to partitioning methods, density-based approach does not require a num-
ber of partitions in which the data objects will be organized. Methods based on den-
sity locate regions of high density that are separated from one another by regions
from low density (TAN et al., 2006). Regions of high density are considered clusters.
The notion of density is estimated by counting the number of points within a spec-
ified radius (Eps) of a particular point, the region is said dense if the number of
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points counted is higher than a given threshold (MinPts). In a density-based ap-
proach, the methods classify each point (i.e. each data object of the input dataset)
as being in the interior of a dense region (a core point), on the edge of a dense region
(a border point) or in a sparsely region ( noise or outliers).

Popular density-based method are DBSCAN (ESTER et al., 1996) and its variations.
The basic DBSCAN steps are described by the Algorithm 5.2.3. In short, the al-
gorithm works in a way that any two core points within a distance of Eps of one
another are put in the same cluster, while any border point that is close enough to
a core point is put in the same cluster of this core point.

Algorithm 5.2.3: Basic DBSCAN algorithm
Input: A radius (Eps) and the minimum number of points (MinPts) required

to define a dense region
Result: A set of clusters

1 ClusterId = 0;
2 for each point p in dataset do
3 if p is not visited then
4 mark p as visited;
5 count all points within Eps-neighborhood of p;
6 if Eps-neighborhood<MinPts then mark p as noise;
7 else
8 add p to ClusterId;
9 for each point p′ into the neighborhood of p do

10 if p is not visited then
11 mark p′ as visited;
12 count all points within Eps-neighborhood of p′;
13 if Eps-neighborhood of p′>=MinPts then Add the

neighborhood of p′ to p;
14 if p′ is not member of any cluster then add p′ to ClusterId;
15 end
16 ClusterId+ +;
17 end
18 end
19 end
20 end

With regard to its strengths and weaknesses, DBSCAN algorithm is relatively resis-
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tant to noise and outliers, being able to handle clusters of arbitrary shape and size.
If compared to K-Means and its variations, this method can find many clusters that
otherwise could not be found (TAN et al., 2006). Drawbacks of this method includes
its limitations to detect clusters with widely varying densities, the issue to define
density and the computation of nearest neighbors for high-dimensional data.

Although the number of clusters is not required, the choice of the parameters Eps
and MinPts may be not an easy task (AGGARWAL; REDDY, 2013). To determine
these parameters Ester et al. (1996) proposed a heuristic called k-dist graph. The
heuristic consists of computing the distance from a point to its Kth nearest neighbor,
for all the data points. Sort them in increasing order and plot the sorted distance
values. Based on this plot, the suitable value of Eps is the value where the plot
changes sharply (i.e. “valley“ of the graph) and the value of MinPts is set to k.
Note that the value of Eps depends on k, however, it does not change dramatically
as k (i.e. MinPts) changes (TAN et al., 2006). On the other hand, if k is too small,
noise or outliers will be incorrectly labeled as cluster, while for too large values of k
small clusters are likely to be labeled as noise. For 2-dimensional data, the original
DBSCAN algorithm used a value of k = 4, because it appears to be a reasonable
value for most two-dimensional datasets (ESTER et al., 1996).

Table 5.4 shows the values of Eps suggested by the heuristic for different values of k
(MinPts) and the respective number of clusters found by the algorithm, considering
the dataset S0 composed by the features Relative Active Duration, Assiduity and
Distribution of Collaboration.

Table 5.4 - Values of Eps suggested by the heuristic for a given MinPts and the number
of clusters obtained by each set of parameters, considering the dataset S0.

MinPts Eps Clusters
4 0.021 70
8 0.025 21
16 0.032 6
32 0.048 2
64 0.052 2
128 0.071 2
252 0.092 2
512 0.12 1

Figure 5.14 exemplifies how the value of Eps = 0.021 was chosen for k = 4 (i.e.
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MinPts), the green horizontal line shows the “valley” of the 4-dist graph.

Figure 5.14 - 4-dist graph obtained through dataset S0.

In all experiments conducted at least one of the clusters obtained from the seven
datasets (S0 to S6), either composed by the three or the eight features, was composed
by volunteers who joined the project just for few days and volunteers who joined the
project for more than one year. In the context of extracting behavioral profiles, it
is expected that these two kinds of volunteers are organized into different clusters.
Moreover, it is notable that assiduous volunteers who joined the project for years
and spread their collaboration along their active days were always classified as noise
by DBSCAN algorithm.

5.2.3 Model-based Method: Self-Organizing Maps

Model-based methods are techniques that aim to optimize the fit between a given
data set and some mathematical model. This category of methods is composed by
different approaches, being the Neural Networks one of them. The Self-Organizing
Maps (SOM) is likely the most widely used neural network algorithm. Proposed by
Kohonen (1998) as a visualization tool, SOM has been used for data visualization
and clustering. Details about the use of SOM in exploratory data analysis and cluster
analysis are presented by Kaski (1997) and Vesanto et al. (2002).
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The SOM algorithm implements a mapping of the input data space into a low-
dimensional grid. The grid is usually one- or two- dimensional, mainly when the
objective is data visualization. With regard to its shape, this grid may be defined
as rectangular, hexagonal, or even irregular. Given a shape of the grid, each grid
unit j has a prototype vector mj = mj1,mj2, ...,mjd in a specific location rj, where
d represents the dimension of a data object.

The main characteristics of this mapping consist of compressing information through
a set of prototype vectors. The prototype vectors (mj) reproduce the original data
as well as possible, while preserving the topology of the original data set, in a way
that if two data samples are close to each other in the grid, they are likely to be
close in the original data space. Formally, compress date and preserve the topology
of the original data are called Quantization and Projection, respectively.

The basic SOM algorithm is shown in Algorithm 5.2.4. In short, the SOM algo-
rithm is based on unsupervised learning which adjusts an initial grid with ran-
dom prototype vectors into a grid that summarizes the data preserving their main
characteristics. The grid adjusts to the data by adapting the values of its proto-
type vectors during a set of steps called learning. At each learning step t a sample
xi = xi1, xi2, ..., xid is chosen from input data, until all data are picked. Thus, the
distances (usually the Euclidean distance) between xi and all the prototype vectors
are calculated to obtain the best-matching unit (BMU), i.e., the closest prototype
vector. Once the closest prototype vector is found, its values and the values of its
neighborhood prototype vectors are updated, moving them toward xi. The update
rule is described as:

mi(t+ 1) = mi(t) + α(t)hci[x(t)−mi(t)], (5.3)

where α(t) is the learning rate at learning step t and hcj ,j is a neighborhood centered
winner unit (BMU).

In literature both α(t) and the radius of neighborhood (Nc(t)) are usually decreasing
monotonically in time (KOHONEN, 1997). For a SOM network with few hundred cells
on grid, the selection of parameters is not very crucial, though special caution must
be taken in the choice of initial radius of neighborhood. In relation to α(t), it can
be linear, exponential, or inversely proportional to t. During the first 1000 steps
when the ordering of the maps should take place, α(t) should be large (close to one)
and Nc(t) should shrink to perform fine-adjustment. After the ordering phase, α(t)
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Algorithm 5.2.4: Basic SOM algorithm
Input: Grid of reference vectors mj, input data set xi, initial learning rate α(0)

and initial radius of neighborhood Nc(0)
Result: Mapping of the input data space into grid

1 Randomize the prototype vectors mj;
2 while train do
3 Draw exemplar xi from the exemplar set;
4 Find mj with minimum distance from xi;
5 Update the prototype vectors into the neighborhood of mj (Equation 5.3);
6 Decrease α;
7 Decrease radius Nc;
8 end

should attain small values (less than 0.02) over a long period. According to the “rule
of thumb” proposed by Kohonen (1997) the number of steps must be at least 500
times the number of network units.

The grid obtained from SOM algorithm has been used for clustering analysis in
at least for two different approaches. The first is called SOM-Based Clustering and
consists of a 2-phase strategy. In this approach, SOM is trained and the resulting pro-
totype vectors are clustered by standard clustering algorithms or by some adapted
algorithm which take the SOM neighborhoods into account (VESANTO et al., 2002).
More information about this approach is presented in (VESANTO; ALHONIEMI, 2000).
The other is called Distance Matrix-based Clustering. This approach consists of as-
signing for each cell rj a value which represents the distance between rj and its
neighbors on grid. The visual representation of the grid by paint, often in grayscale,
each position rj according to its values is usually called U-Matrix. Through this
representation cluster may be detected by visual inspection or making use of some
algorithm like proposed by Vesanto e Sulkava (2002). In short, groups of light colors
are considered clusters, and the dark regions are the boundaries between clusters.

In order to investigate the Distance Matrix-based Clustering approach several exper-
iments were done with the original dataset (S0) and the datasets obtained through
the standardization methods (S1 to S6). The experiments were organized into two
parts: one considering just the features Relative Active Duration, Assiduity and
Distribution of Collaboration and the other containing the entire set of proposed
features. For each dataset, a set of U-Matrix was plotted and analyzed in order to
detect groups of volunteers which follow a similar behavior, i.e., groups of light col-
ors on U-Matrix. This set of U-Matrix was obtained as follows: given a dataset Sx
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with three or eight features, several square grids varying from 10 × 10 to 40 × 40
by steps of 10 were obtained through the SOM algorithm; for each grid dimension
M ×M , the SOM algorithm was run with different initial radius of neighborhood
(1 6 Nc(0) 6M) providing a total of M U-Matrices by a given grid dimension.

With regard to the other parameters: the initial learning rate (α(0)) was set as 1 and,
the neighborhood hcj

was defined as circular and both were decreased monotonically
in time through the equations:

α(t+ 1) = α(t) ∗ e− t
300 (5.4)

Nc(t+ 1) = Nc(t) ∗ e−
t

1000 (5.5)

Figure 5.15 exemplifies the set of U-Matrix obtained through the experiments per-
formed with dataset S0 considering the features Relative Active Duration, Assiduity
and Distribution of Collaboration for a grid of 20× 20. Each figure (Figure 5.15(a)
to Figure 5.15(t)) shows an U-Matrix obtained from the SOM algorithm for a given
initial ratio.

Most of U-Matrices obtained on experiments were similar and did not suggest the
evidence of clusters, i.e., we could not observe light regions delimited by borders
in a dark gray scale. Figure 5.16 shows the U-Matrices where regions delimited
by borders could be observed. These U-Matrices were obtained from experiments
performed with datasets containing the features Relative Active Duration, Assiduity
and Distribution of Collaboration. The analysis of these regions did not suggest new
patterns of volunteers’ behavior. With regard to the datasets containing all features
proposed, it is important to note that the U-Matrices obtained on experiments did
not present evidence of cluster.

5.2.4 Final Comments

Experiments showed that some volunteers categories may be described through clus-
tering analysis. In general, the experiments showed that volunteers collaborated
occasionally, regardless of the period of days elapsed between the first and last
recorded collaboration. Assiduous volunteers who joined the project for years and
spread their collaborations along their active days were not found during the exper-
iments. It should be remembered that in Chapter 4, the exploratory data analysis
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Figure 5.15 - U-Matrices obtained through the experiments performed with dataset S0
considering the features Relative Active Duration, Assiduity and Distribu-
tion of Collaboration for a grid of 20× 20.

(a) Nc(0) = 1 (b) Nc(0) = 2 (c) Nc(0) = 3 (d) Nc(0) = 4 (e) Nc(0) = 5

(f) Nc(0) = 6 (g) Nc(0) = 7 (h) Nc(0) = 8 (i) Nc(0) = 9 (j) Nc(0) = 10

(k) Nc(0) = 11 (l) Nc(0) = 12 (m) Nc(0) = 13 (n) Nc(0) = 14 (o) Nc(0) = 15

(p) Nc(0) = 16 (q) Nc(0) = 17 (r) Nc(0) = 18 (s) Nc(0) = 19 (t) Nc(0) = 20

(Section 4.2) singled out the evidence of this kind of volunteer behavior. As an al-
ternative to apply standard clustering methods, the SOM algorithm may be used
as a visualization tool to extract volunteers categories (MORAIS; SANTOS, 2015). On
Chapter 6, this approach is presented in details.
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Figure 5.16 - U-Matrices obtained by different experiments where light regions are delim-
ited by borders in a dark day scale.

(a) S4, M = 25
and Nc(0) = 2

(b) S5, M = 25
and Nc(0) = 3

(c) S6, M = 30 and
Nc(0) = 14

(d) S3, M = 30 and
Nc(0) = 4

(e) S1, M = 35 and
Nc(0) = 3

(f) S2, M = 35 and
Nc(0) = 12

(g) S5, M = 35 and
Nc(0) = 2

(h) S0, M = 40 and Nc(0) = 2 (i) S0, M = 40 and Nc(0) = 4 (j) S3, M = 40 and Nc(0) = 3
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6 DATA VISUALIZATION WITH SOM GRID

Some research works have taken advantage of the characteristic of compressing in-
formation and preservation of the topology of original data provided by SOM grid.
A detailed study about the use of SOM in data analysis is presented by Vesanto
(1999). In data analysis, SOM may act as a visualization tool. There are several
approaches to use the SOM for data visualization. One of them consists of creat-
ing a graphical representation for each prototype vector and display them on the
respective position (rj) in the grid. In this approach, it is expected that the visual
representation of grid holds interesting visual clues about the nature of the data.

Throughout this chapter we present how the combination of simple visual techniques
backed up by a Self-Organizing Map may help to understand volunteers’ interac-
tion with web-based Citizen Science projects. This chapter is organized as follows:
Section 6.1 describes a technique for visualization of multidimensional and/or large
datasets that uses the Self-organizing Map as basis to cluster and reorganize data
proposed in (MORAIS et al., 2014). Section 6.2 describes a way to use the grid SOM
to visualize volunteers’ behavior. Section 6.3 presents how the grid may aid the
analysis of some additional characteristics (i.e. data) which were not used during
the training steps of SOM algorithm. Section 6.4 summarizes the results achieved.

6.1 Data Visualization with a Self-Organizing Map and Parallel Coor-
dinates

The grid produced by SOM algorithm can be considered a matrix, where each cell
contains a prototypical data point mij, being i the row and j the column of matrix.
The cells of this matrix can be used as a basis for well-established visualization
techniques or new techniques more adequate to the problem and data. The choice of
a visualization technique is largely intuitive and ad-hoc process which depends on
the task being considered. Although there is no single rule for visual representation
of usage logs processed by a SOM, Parallel Coordinates (INSELBERG, 2009) proved
to be a good starting point (MORAIS; SANTOS, 2015).

Parallel Coordinates may be described as being a visual technique which maps a
k-dimensional data to two-dimensional space by using k equidistant parallel axes.
Each axis corresponds to one variable (dimension). In this technique one data object
is presented as a line that crosses the axes according to the value of the variable for
that axis. Figure 6.1 exemplifies this visual technique by showing the well-known
Iris flower dataset. This dataset is formed by 50 samples of each Iris plant species:
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Iris Setosa, Iris Virginica and Iris Versicolor. Each sample contains four variables:
sepal length, sepal width, petal length and petal width. Iris flower dataset is known
to have two easily separable clusters, being one formed by the samples of Iris Setosa
and the other formed by the samples of Iris Virginica and Iris Versicolor.

Figure 6.1 - Iris data set visualized by Parallel Coordinates. From left to right each vertical
line represents the variables: sepal length, sepal width, petal length and petal
width.

SOURCE: Morais et al. (2014)

Although the Iris dataset may be considered simpler dataset than the dataset used
to describe volunteers’ interaction, it is sufficient to demonstrate the concepts that
involve the use of visual techniques backed up by a Self-Organizing Maps. To give
an example of the technique proposed by Morais et al. (2014), in Figure 6.2 each
prototype vector (mij) is displayed by dark polygons while the light ones represent
the data items mapped by it. The number on top of each grid unit shows the amount
of data represented by this grid SOM position. It is also important to point out
that the component that displays a single parallel coordinate within the SOM was
designed to be more concise, i.e. without labels and other information that could
clutter the display composition itself.

In Figure 6.2 it is possible to observe a grouping of data with similar attributes in
seven elements in the lower right corner (corresponding to the Iris Setosa samples,
i.e. the group of flowers easily separable from the dataset). The other elements
correspond to visual representations of Iris Virginica and Iris Versicolor samples
and as it is previously known, it is hard to cluster these samples into two different
groups. Observe that in Figure 6.2 the entire dataset is spread over the grid, it allows
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a more efficient data analysis, once, in general, the clutter and data occlusion were
reduced.

Figure 6.2 - Iris data set visualized by Parallel Coordinate over a SOM grid.

SOURCE: Morais et al. (2014)

6.2 Visualizing Behavior with Parallel Coordinates and SOM

The combination of Parallel Coordinates backed up by a Self-Organizing Maps to
visualize the features extracted from usage logs proved to be useful to help to under-
stand volunteers’ interaction with web-based Citizen Science projects as published
in (MORAIS; SANTOS, 2015). To exemplify how to interpret the information held by
this technique, we start by showing some examples of cells represented by Paral-
lel Coordinates considering the features: Relative Active Duration, Assiduity and
Distribution of Collaboration.

Figure 6.3 shows some cells chosen from a 15 × 15 grid which was trained with
dataset S0. In Figure 6.3 the prototypical data point (i.e. mij) is represented in cell
as a black line, while the data mapped to the cell is represented in the background
as gray lines. In this technique, each cell (i, j) can be viewed as a cluster, where the
prototypical data point mij is the centroid of the original data mapped to the cell
(i, j) (MORAIS et al., 2014).

Consider each axis of Parallel Coordinates represented by (blue) vertical lines and
organized, from left to right, in the following order: (1) Relative Active Duration,
(2) Assiduity and (3) Distribution of Collaboration. The first axis indicates the
life cycle of a volunteer, i.e., short values represent that the volunteer joins and
leaves the project soon thereafter, while higher values represent that the volunteer
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Figure 6.3 - Visual representation of the cells of a 15× 15 grid.

(a) Cell (2, 15) (b) Cell (15, 15) (c) Cell (15, 7)

(d) Cell (1, 3) (e) Cell (15, 1)

joins the project for a while. The second axis measures how active the volunteer
was during his/her life cycle, i.e., values close to one indicate that the volunteer
collaborated almost every day with the project, while values close to one indicate
that the volunteer had more inactive days than active days. Finally, the third axis
measures how the collaborations were distributed during active days, thus values
close to zero indicate that the collaborations were well distributed while values close
to one shows that almost all collaborations where done in one day. Therefore, the
cells exemplified in Figure 6.3 can be interpreted as:

a) Cell (2, 15): represents volunteers who joined the project and abandoned
shortly afterward, were assiduous and have performed almost all collabo-
ration in one day;

b) Cell (15, 15): represents volunteers who joined the project by some months,
were not assiduous and have performed almost all collaboration in one day;

c) Cell (15, 7): represents volunteers who joined the project for almost one
year, were not assiduous and have performed almost all collaboration in
one day;

d) Cell (1, 3): represents volunteers who joined the project and abandoned it
shortly afterward, but in contrast to other examples, volunteers mapped
by this cell were not assiduous and distributed their collaborations along
the active days;

e) Cell (15, 1): represents volunteers who joined the project for more than one
year, were assiduous and distributed their collaboration along the active
days.

80



Figure 6.4 shows the 15 × 15 grid where the examples of cells shown in Figure 6.3
were extracted. Coordinates of the cells were enumerated based on grid dimension,
from left to right and from top to bottom, starting with one. Moreover, note that in
the top right of each cell the number of original data mapped to respective position
is shown. This visual representation sheds light on the behavior of all volunteers.
Through this technique different visual patterns leap to the eye, allowing that the
analyst finds isolated patterns or regions with similar patterns. Each visual pattern
can be interpreted as a volunteer’s profile. However, it should be noted that the
concept of volunteers’ profiles is subjective and depends on the interpretation of the
analyst.

Figure 6.4 - Visualization of dataset S3 (containing three features) through Parallel Co-
ordinates and SOM grid.

In Figure 6.4 it is possible to identify the patterns obtained during the experiments
performed on Chapter 5 and some new patterns. The patterns described by the cells
(2, 15), (15, 15) and (15, 7) (and their neighborhood) were detected by experiments

81



performed with K-Means and Fuzzy C-Means, while the cells (1, 3), (15, 1) are ex-
amples of patterns that were not detectable by the standard clustering methods
analyzed in Chapter 5. The patterns described by these cells were found for all grid
trained with initial radius larger than two, regardless of the dataset (S0 to S6).

Based on features Relative Active Duration, Assiduity and Distribution of Collabo-
ration, some of the patterns may be labeled (MORAIS; SANTOS, 2015) as:

• Curious: volunteers who have high assiduity, but joined the project and
abandoned it shortly afterward (low relative activity duration) doing all
collaborations in the few days of participation (high distribution of collab-
oration);

• Potential: volunteers that could be motivated to collaborate more. These
volunteers have medium to high relative activity duration and below av-
erage assiduity, indicating that for some reason those volunteers were at-
tracted by the project, collaborated with it for a while, left and then re-
turned again after some time;

• Committed: volunteers who have medium to high assiduity and below
average distribution of collaboration;

• Committed Plus: corresponding to committed volunteers with a high
relative activity duration, in other words, committed volunteers who joined
the project for more than one year.

Figure 6.5 shows the visual patterns labeled by Morais e Santos (2015). Observe
that more than one polygon were drawn in each sub-figure. The set of polygons
represented in each sub-figure are slight variations of a visual pattern which may be
labeled.

Figure 6.6 shows the graphic representation of dataset S3 containing the eight fea-
tures through a 15× 15 grid. In Figure 6.6 some cells had their background painted
according to the labels proposed by Morais e Santos (2015). The axes of Parallel
Coordinates are organized, from left to right, in the following order: (1) Relative Ac-
tivity Duration, (2) Assiduity and (3)Distribution of Collaboration, (4) Maximum
Sustained Effort, (5) Processing Power, (6) Novelty, (7) Challenge and (8) Recur-
rence. Through Figure 6.6 it is possible to note that in contrast to the first three
features, the last five features have the same values in almost all prototypes (i.e.
cells).
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Figure 6.5 - Examples of visual patterns labeled by Morais e Santos (2015).

(a) Curious (b) Potential

(c) Committed (d) Committed Plus

Analysis of the visual patterns shows that most of volunteers may be characterized
by maintaining his/her mental context for few minutes (low value on fourth axis),
performing few collaborations per second (low value on fifth axis), usually having
to deal with easy task (low value on seventh axis) and had never returned in the
same active day to collaborate (low value on eighth axis). Some exceptions may be
observed, for example, the cell (15, 15) in Figure 6.6 shows that there are volun-
teers who maintained his/her mental context for longer periods. These exceptions
appeared on different visual patterns (i.e. position of grid) like in cells (14, 1), (10,9)
and others. Hence, this characteristic seems not to be associated with a particular
kind of volunteer’s profile.

6.3 Visualizing Other Features

Besides helping the visual detection of volunteers’ profiles, the grid may also aid in
the analysis of some additional characteristics through the distribution of the data
over the grid. The coordinates of the grid provide a link between the features which
define a volunteer’s behavior and any other data about this volunteer. Each position
(i,j) of grid can be used to show a summary of the statistics of the (additional) data.
Figure 6.7 shows this approach in order to evaluate the quality of collaboration of
volunteers. In each grid position, we plotted the histogram of feature agreement of
the volunteers mapped to this position. In order to be more concise, each histogram
was plotted without labels and other information that could clutter the display
composition itself.

It is also important to point out that Figure 6.7 consists of another visual repre-
sentation of the same 15× 15 grid used to plot the Figure 6.4. Some grid positions
were highlighted in different colors according to patterns labeled by Morais e Santos
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(2015): red for “curious”, blue for “potential”, green for “committed” and yellow for
“committed plus”. Through Figure 6.7 we show that the feature agreement presents
a positive distribution in all grid positions. It means that volunteers usually have
a good quality of their collaboration (more than 75% accuracy) regardless of their
kind of behavior.

Figure 6.7 - Distribution of feature agreement over grid.

Figure 6.7 also suggests that occasional volunteers may be more likely to have low
grades compared to volunteers who collaborated through a committed involvement.
To clarify this observation consider the complete histogram of cells (1, 15) and (15, 1)
shown in Figure 6.8. Figure 6.8(a) shows the existence of volunteers with lower col-
laboration quality (less than 40% accuracy) between the volunteers labeled as curi-
ous, which is not observed in volunteers labeled as committed plus, see Figure 6.8(b).
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Figure 6.8 - Complete histogram of cells (1, 15) and (15, 1).

(a) Cell (1, 15) (b) Cell (15, 1)

6.4 Final Comments

The features extracted from our case study resulted on a dataset with an almost
homogeneous distribution. Although there are no clear evidences of clusters into
data, the combination of simple visual techniques backed up by a Self-Organizing
Maps (SOM) proved to be useful to point out volunteers’ categories. With regard
to the existence of behavioral profiles with higher collaboration quality compared
to others, this chapter indicates that although some occasional volunteers might
be less motivated if compared to volunteers who collaborated through a committed
involvement, in general, all volunteers (regardless of their kind of behavior) have a
good quality on their collaboration (more than 75% accuracy).

The volunteers removed from data (the ones who collaborate just for one day) were
labeled as curious in (MORAIS; SANTOS, 2015). The analysis of these volunteers
shows that most of them are characterized by maintaining his/her mental context
for few minutes, performing few collaborations per second, usually having to deal
with easy task and had never returned in the same active day to collaborate, with
some exceptions of volunteers who returned at least two times in the same active day,
see Figure A.2 in appendix. Figure 6.9 shows that the accuracy of these volunteers
is similar to volunteers labeled as curious and joined the project for more than one
day.
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Figure 6.9 - Distribution of accuracy of volunteers who collaborate just one day.
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7 CONCLUSIONS

This research was set out to extract behavioral profiles from records collected by
web-based citizen science projects. At least, web-based citizen science projects collect
which volunteer (anonymous IDs) did what (the volunteer’s collaboration) and when
(timestamps of registered collaboration). As far as we know, to date, little work have
taken advantage from these records in order to use them as a feedback tool about
volunteers’ motivation. These kinds of records (called usage logs by this document)
demonstrated to be a potential source of information.

In section 4.1 relatively simple visual techniques shed light on what kind of infor-
mation may be hidden on usage logs. Through these techniques we were able to
get some insights into volunteers’ general behaviors during the project’s duration.
These visual techniques proved be useful to highlight information regarding the re-
sults of polices to get volunteers, actions to keep them collaborating and volunteers’
abandonment.

In order to better understand the details about how volunteers spend their time
interacting with web-based citizen science projects, we rewrote a model for human
interaction with technology proposed by O’Brien e Toms (2008) through the defi-
nition of work sessions suggested by Mao et al. (2013). Based on this, we proposed
eight measures of interaction (features) with web-based citizen science projects for
volunteers’ characterization.

In a first analysis, each feature proved to be able to describe some behavioral aspect
of the volunteers. The first insights on data distributions indicated how challenging
can be to apply clustering algorithms in order to find volunteers who exhibit similar
behavior. The features extracted from usage logs of our study case, may be initially
described as a homogeneous data.

We investigated two approaches with the goal of finding evidences of groups on
data. First, we equalized the size and variability of our data through six different
standardization methods, thus we observed the projection of data obtained through
these methods. Two of them suggest at least two regions with higher density of
points. In the second approach, we performed some experiments in other to evalu-
ate the relevance of each feature on grouping data. Through these experiments we
noted that the features Relative Activity Duration, Assiduity and Distribution of
Collaborations seemed to be the most relevant features to point out groups in our
study case.
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To explore the use of clustering methods on the detection of volunteers’ profile,
we investigated methods with different clustering methodology. They were two par-
titioning methods (K-Means and Fuzzy C-Means), a density-based method (DB-
SCAN) and a model-based method (Self-Organizing Map). Experiments showed
that some volunteers profiles may be found through K-Means, Fuzzy C-Means and
Self-Organizing Map. However, it should be noted that none of them was able to
detect profiles which describe the assiduous volunteers who joined the project for
years. As an alternative to apply clustering methods, this work proposed a combina-
tion of visual techniques backed up by a Self-Organizing Maps (SOM). It organized
each volunteer into a bi-dimensional grid. This representation allows that different
visual patterns draw attention. This approach proved to be useful to support visual
identification of patterns of behavior and outliers. Some of the patterns found can
be labeled as curious, potential, committed and committed plus.

Through this grid we assessed the existence of behavioral profiles with higher col-
laboration quality compared to others. It demonstrated how these approaches may
be used in order to visualize other volunteers’ features which were not included in
the initial construction of the grid. These experiment showed that volunteers usually
have a good quality in their collaboration (more than 80% accuracy) regardless of
their behavior.

Throughout this chapter, the main contributions are highlighted in section 7.1 and
perspectives of future research are presented in section 7.3.

7.1 Contributions

The main contributions of this research were:

a) We rewrote, in Section 3.3.1, a model for human interaction with technol-
ogy in order to set it in the context of web-based citizen science projects.
This model provides some insights about what kind of information should
be extracted from usage logs to describe volunteers, while the feature pro-
posed shed light on a way to extract them from usage logs. We expect that
it may inspire the extraction of new features;

b) We described, in Section 4.1, two visual techniques which were able to
provide insights into volunteers’ general behaviors during the project’s du-
ration;

c) We built, in Section 4.2, a dataset containing information about the fea-
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tures extracted from usage logs of almost 150.000 volunteers. We expect
that it can be used in other works;

d) We analyzed, in Chapter 5, some standard clustering techniques empha-
sizing the challenges and issues of applying clustering techniques to detect
groups of volunteers with similar pattern behavior;

e) We presented, in Chapter 6, a technique for data visualization comprised
of traditional visual components organized in a SOM grid. This technique
allowed the visualization of volunteers’ characteristic and proved to be
useful to group the dataset, making easier the identification of common
patterns and outliers. Code and examples will be available to download as
soon as possible.

7.2 Publications

During the development of this research work the following papers were published:

a) Icon and Geometric Data Visualization with a Self-Organizing Map Grid
(MORAIS et al., 2014): In this paper we proposed a combination of icon-
based and geometric-based visualization techniques backed up by a Self-
Organizing Map (SOM). This approach allows dimensionality reduction
and topology preservation which may aid to visualize data, reducing clutter
and facilitating identification of associations, clusters and outliers. This
paper presents in details the concepts used in Chapter 6 and emphasizes
some theoretical aspects of using a Self-Organizing Map as a visualization
tool;

b) Neural network based visualization of collaborations in a citizen science
project (MORAIS et al., 2014): This paper presents the first insights of how
the use of SOM as a visualization tool may be helpful to point out be-
havioral aspects of volunteers. In this publication we used the measures of
interaction proposed in (MORAIS et al., 2013), once we had not rewritten
the a model for human interaction with technology;

c) Visualization of Citizen Science Volunteers’ Behaviors with Data from Us-
age Logs (MORAIS; SANTOS, 2015): Using the measures of interaction Rel-
ative Activity Duration, Assiduity and Distribution of Collaborations, this

91



paper presents how visualization techniques may help infer volunteer be-
havior from usage logs. Through this paper we showed that some behavioral
aspects may be detect from these three measures of interaction.

d) Challenges in mapping behaviors to activities using logs from a citizen sci-
ence project (MORAIS et al., 2016): In this paper we published the measures
of interaction proposed in Chapter 3, section 3.3.1. We also commented on
the applicability of those measures and described an approach which may
yield more precise logs, i.e. kind of data that may be registered by web-
based citizen science projects which may help shed light on some of the
engagement attributes described by O’Brien and Toms (O’BRIEN; TOMS,
2008) that could not be measure from registers of who did what and when.
Through this work we recognized the necessity of define the pipeline, de-
scribed in Section 3.3, used to scrap, filter and format the raw data.

7.3 Future Work

To help future investigations and allow that other studies apply the methodology
used by this work, in short term, we are implementing our codes in R - a free software
environment for statistical computing and graphics which is widely used in the data
science context - and making it available through the distribution of R packages.

As a continuation of this work, the following issues may be considered:

a) Future investigations may be done in order to assess whether the behavioral
aspects found by this research are common characteristics in web-based
citizen science projects;

b) Future works may focus on the proposal of methodologies to detect tem-
poral variation on volunteers’ behaviors;

c) Web-based citizen science projects are able to collect more detailed data
than registers of who, did what and when (usage logs). Frameworks like US-
ABILICS (VASCONCELOS; BALDOCHI JR., 2012) allow the collection of data
from the volunteer’s browser, providing detailed information on interaction
with the web interface. Examples of such data are: mouse movement, scroll
bar usage, window resizing, graphs of visited pages, page loading times and
interaction with web components such as links, forms, buttons, etc. As far
as we know, up to date, frameworks like USABILICS have not being used
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in any web-based citizen science project. Future works may focus in collect
such data and investigate what kind of information can be extracted from
these records to better describe the volunteers’ interaction with web-based
citizen science projects.
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ADDITIONAL PLOTS

A.1 Looking at Data - Exploratory Data Analysis

Figure A.1 - Scatterplot matrix with estimate data density for whole dataset.

A.2 Data Visualization with SOM grid
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