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Abstract. Software usability has become a key factor for the success or failure of web-based systems. However, traditional evaluation methods – user tests and field observations – are expensive and time consuming when applied to a large number of users. In order to deal with these inherent difficulties and costs and to propose a new method to automatically capture and analyze web usage data, we carried out a systematic mapping on web analytics and web usability. A total of 970 studies were identified, of which only 42 studies were selected for this mapping. We found out that most studies are focused on tools for capturing information on user's navigation, however, few tools have presented mechanisms for visualization of these user interaction data.

1 Introduction

In the last years, software usability has been seen as an important software quality attribute. For example, several ISO (International Organization for Standardization) standards [19–21] include usability as a component of the overall quality of a software product [31]. For web-based systems, in which the distance from a competitor is just one click, usability became a key factor in its success or failure.

In general, usability evaluations are carried out through inspection or observation methods. Traditionally, the observation of the user interaction with software systems is based on carrying out user tests and field observations [51]. Although these methods are popular and efficient, they are expensive and time consuming. User tests are considered expensive because of their costs to find users to perform a test, to move the users to a usability laboratory, to set up the infrastructure, conduct the test, collect and analyze the data generated during the tests.

Field observations are also an expensive method due to their necessity to one or more usability analysts observing users while they interact with the software systems in their work environment for long periods of time. Observing users in their real work environment, performing their own tasks, allow us to keep the
context of usage, an important element in a usability analysis. Nevertheless, analyzing video recording or observing users by video-conference are also extremely time consuming activities.

Due to these costs, a common practice is to analyze the behavior of a few users in user tests or field observations. Analyzing the behavior of a few users limits the evaluation to just a qualitative analysis. Moreover, some problems can be just highlighted in a quantitative analysis and also their impact can just be evaluated considering a large number of users [51].

In order to deal with the difficulties, risks and costs of carrying out user tests in laboratories and/or observing users in field studies to analyze the usability of web applications, and aiming at proposing a new method to automatically capture and analyze web usage data, we carried out a systematic mapping about the employment of software analytics to enable web usability.

The remainder of this paper is organized as follows: Sect. 2 presents a short background on software analytics usability. Section 3 introduces the research method and presents our research questions. Section 4 presents our results and the answers for the research questions. Section 5 highlights some limitations of this study, and presents our final considerations and future work.

2 Background

In this Section, we present some concepts related to software analytics and web analytics, particularly focusing on navigation behaviour and usage data.

2.1 Software Analytics

Web systems generate a huge amount of information, which includes not only the sending and receiving data requests, but also actions and decision making processes in order to reach a certain goal. The software analytics area is concerned with collecting, exploring and analyzing this large amount of data aiming to transform it into actions to improve the product and its usability [7].

This study refers to the software analytics geared towards web-based systems – an area also known as web analytics [25]. Within this context, we have mainly focused on the means of capturing navigation and usage data, since these data can provide valuable information on navigation behaviour and how software systems are actually being used. Real usage data analysis collected from web logs, for instance, can lead to better understanding of how users use software in practice.

We list below some of the most common means used to capture navigation behaviour and usage data.

- Server Logger: a web server automatically saves all requests received by users, such as pages, images, files, among others services. Usually, these records contain the client IP address, the time and date of the request, the requested resource, the status of the request, the HTTP method used, the size of the
object returned to the client, and the referring web resource. Hence, of these logs can be extracted detailed information about the browsing behaviour of visitors to a website [47].

- Proxy Logger: a proxy-based system logs all communication between the client browser and the web server. However, the user’s browser needs to be set up in order to direct web requests and captured events to the proxy-server. Basically, a proxy logger collects the same information type captured by a Server Log [16].

- Browser Plugin: a specific tool can be created for certain browsers in order to collect not only the requests made to the server, but also some behaviors, such as keyboard and mouse actions [37].

- JavaScript: a code is added to the website in order to inspect certain user actions, such as mouse and keyboard usage, for example. This JavaScript code must be added by the website developer himself, unless he chooses to take a integration with a proxy aiming to automatically add it to the page [44].

- Proxy + JavaScript: as mentioned in the previous item, the JavaScript code is automatically added through a proxy acting as an intermediary between the client and server. This approach has the same characteristics as the previous one and, in addition, it avoids the need to manually add the inspection code to the product. On the other hand, developers may be confronted with security issues [26].

2.2 Usability

Usability is a quality attribute that assesses how easy user interfaces are to use, in which the navigability is an important measure of how easily users can locate and access the necessary information to achieve their goals. According to [36], usability can be defined by five quality components: (i) Learnability: ease of learning; (ii) Efficiency: efficiency of use; (iii) Memorability: ease of remembering how to use; (iv) Errors: low rate of error during use; (v) Satisfaction: a pleasing user experience.

Online usability studies commonly use strategies for collecting both qualitative and quantitative data on either user attitudes or behaviors, and measuring the user experience. Quantitative metrics are useful, for example, to test the awareness of key features, or verify the intuitiveness of the navigation, while qualitative metrics can provide traceability into the nature of the problems that users encounter, or insight on possible design solutions [47].

3 Research Method

3.1 Systematic Mapping

Systematic mapping is a research method that provides an overview of a research area, and allows us to identify the quantity and type of research and results
available within specific area, or a phenomenon of interest. This research method consists of classifying, conducting thematic analysis and identifying publications in order to identify research gaps. Also, it can provide indications for lack of evaluation or validation research in certain areas with limited effort. Usually, systematic mapping studies do not study articles in depth in order to identify best practices based on empirical evidence. Nevertheless, it can be a first step toward a systematic review for further investigation on a specific topic [41].

For this study, we follow a mapping process based on the guidelines provided by [42], in which at least two of the authors participated in each step of the analysis of publications in order to allow us to immediately resolve disagreements as to how publications should be keyworded through discussion. The mapping process consists of four steps: (i) definition of research questions, (ii) search for relevant publications, (iii) screening of papers and (iv) mapping of publications.

### 3.2 Research Questions

The goal of this systematic mapping study is to get an overview of existing research on software analytics approaches focusing on web-based software usability – encompassing techniques, methods and tools commonly employed to capture and analyze navigation behaviour and usage data. In order to narrow the mapping study scope, we defined six research questions as follows:

- **RQ1**: How are the studies on web analytics and usability distributed over time?
- **RQ2**: What are the most common types of studies, and in what environments are they conducted?
- **RQ3**: What is the research focus of these studies?
- **RQ4**: What types of technologies have been used to capture navigation behaviour and usage data?
- **RQ5**: How can the captured information be visualized?
- **RQ6**: What is the relationship between capture technologies and data visualization?

Having defined the research questions, we selected some search keywords related to the two interest subjects: analytics and usability. Table 1 presents the keywords used in the search. Once we are focusing our study on web-based software, the term “web” is common for both areas.

### 3.3 Search Strategy

Taking into account that this is a preliminary study on the two aforementioned areas of interest, we chose to conduct a search for publications relevant by performing an automated search from a single database. Thus, we chose to use the Scopus digital library\(^1\) because this library is an online abstract and indexing

---

\(^1\) [http://www.scopus.com/](http://www.scopus.com/).
Table 1. Keywords related to interest areas.

<table>
<thead>
<tr>
<th>Search terms</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject</td>
<td></td>
</tr>
<tr>
<td>Analytics</td>
<td>capture</td>
</tr>
<tr>
<td></td>
<td>collect</td>
</tr>
<tr>
<td></td>
<td>analyze</td>
</tr>
<tr>
<td></td>
<td>web</td>
</tr>
<tr>
<td>Usability</td>
<td>user behavior</td>
</tr>
<tr>
<td></td>
<td>usability</td>
</tr>
<tr>
<td></td>
<td>user experience</td>
</tr>
<tr>
<td></td>
<td>web</td>
</tr>
</tbody>
</table>

service provided through Elsevier\(^2\), which also indexes content provides by other digital libraries such as IEEE Xplore\(^3\), ACM \(^4\) and Springer\(^5\), as content coverage guide [45].

The search in the digital library was conducted in October 2016. According to our search terms, we used the following query expression in order to search in the electronic database: (capture OR collect OR analyze) AND (user behavior OR usability OR user experience) AND (web).

Furthermore, the Scopus search engine allowed us to specify the subject area (Engineering or Computing) and the document type (Conference Paper, Article, Chapter or Article in Press). This search resulted in 970 documents.

3.4 Screening of Papers

For the purpose of selecting only relevant studies aiming to answer our research questions, we applied the inclusion and exclusion criteria present in Table 2 to titles and abstracts.

Table 2. Inclusion and exclusion criteria

<table>
<thead>
<tr>
<th>Screening criteria</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusion</td>
<td>Exclusion</td>
</tr>
<tr>
<td>-Peer reviewed studies</td>
<td>-Non-English publications</td>
</tr>
<tr>
<td>-Addresses web analytics and usability</td>
<td>-Panel summaries, keynotes and posters</td>
</tr>
<tr>
<td>-Means for capture navigation behaviour</td>
<td>-Non-accessible in full-text</td>
</tr>
<tr>
<td>-Technologies for capture usage data</td>
<td>-Capture technologies based on Server Logs</td>
</tr>
</tbody>
</table>

\(^2\) [https://www.elsevier.com.br/](https://www.elsevier.com.br/).


\(^5\) [https://link.springer.com/](https://link.springer.com/).
Table 3. Distribution of publication per digital libraries.

<table>
<thead>
<tr>
<th>Papers source</th>
<th># Relevant Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM</td>
<td>14–33.33%</td>
</tr>
<tr>
<td>Springer</td>
<td>9–21.43%</td>
</tr>
<tr>
<td>IEEE Xplore</td>
<td>9–21.43%</td>
</tr>
<tr>
<td>Other</td>
<td>10–24.81%</td>
</tr>
</tbody>
</table>

Based on the screening criteria, we selected 42 relevant papers, which are listed in the Table 4. Table 3 presents the distribution of these publications per digital libraries. ACM, Springer and IEEE Xplore stand out as the main sources of 76.1% of the publications (32 of 42). Despite we having selected only documents with title and abstract in English, we found out later a paper written in Portuguese by Brazilian researchers. However, due to the relevance of the study, we decided to keep this paper in our collection.

Table 4. Selected studies

<table>
<thead>
<tr>
<th>ID</th>
<th>Paper</th>
<th>Ref.</th>
<th>ID</th>
<th>Paper</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hong et al.</td>
<td>[16]</td>
<td>22</td>
<td>Peska</td>
<td>[40]</td>
</tr>
<tr>
<td>2</td>
<td>Paternó and Paganelli</td>
<td>[39]</td>
<td>23</td>
<td>Huang et al.</td>
<td>[17]</td>
</tr>
<tr>
<td>3</td>
<td>Waterson et al.</td>
<td>[53]</td>
<td>24</td>
<td>Deufemia et al.</td>
<td>[10]</td>
</tr>
<tr>
<td>4</td>
<td>Shahabi and Banaei-Kashani</td>
<td>[46]</td>
<td>25</td>
<td>Premchaiswadi and Romansiyud</td>
<td>[43]</td>
</tr>
<tr>
<td>5</td>
<td>Niño et al.</td>
<td>[37]</td>
<td>26</td>
<td>De Vasconcelos et al.</td>
<td>[15]</td>
</tr>
<tr>
<td>6</td>
<td>Chui and Li</td>
<td>[8]</td>
<td>27</td>
<td>Li et al.</td>
<td>[27]</td>
</tr>
<tr>
<td>7</td>
<td>Cuddihy et al.</td>
<td>[9]</td>
<td>28</td>
<td>Apaolaza et al.</td>
<td>[2]</td>
</tr>
<tr>
<td>8</td>
<td>Arroyo et al.</td>
<td>[4]</td>
<td>29</td>
<td>Apaolaza</td>
<td>[1]</td>
</tr>
<tr>
<td>9</td>
<td>Atterer et al.</td>
<td>[5]</td>
<td>30</td>
<td>Nakano et al.</td>
<td>[34]</td>
</tr>
<tr>
<td>10</td>
<td>Ignatova and Brinkman</td>
<td>[18]</td>
<td>31</td>
<td>Uchida et al.</td>
<td>[48]</td>
</tr>
<tr>
<td>11</td>
<td>Mor et al.</td>
<td>[33]</td>
<td>32</td>
<td>Mao et al.</td>
<td>[30]</td>
</tr>
<tr>
<td>12</td>
<td>Zhu et al.</td>
<td>[55]</td>
<td>33</td>
<td>De Vasconcelos and Santos</td>
<td>[52]</td>
</tr>
<tr>
<td>13</td>
<td>Rivolli et al.</td>
<td>[44]</td>
<td>34</td>
<td>Breslav et al.</td>
<td>[6]</td>
</tr>
<tr>
<td>14</td>
<td>Kiura et al.</td>
<td>[24]</td>
<td>35</td>
<td>Papatheocharous et al.</td>
<td>[12]</td>
</tr>
<tr>
<td>15</td>
<td>Ding et al.</td>
<td>[11]</td>
<td>36</td>
<td>Zahoor et al.</td>
<td>[54]</td>
</tr>
<tr>
<td>16</td>
<td>Luna et al.</td>
<td>[28]</td>
<td>37</td>
<td>Apaolaza et al.</td>
<td>[3]</td>
</tr>
<tr>
<td>17</td>
<td>Vargas et al.</td>
<td>[49]</td>
<td>38</td>
<td>Arbelaitz et al.</td>
<td>[32]</td>
</tr>
<tr>
<td>18</td>
<td>Majji and Singh</td>
<td>[29]</td>
<td>39</td>
<td>Kalavri et al.</td>
<td>[23]</td>
</tr>
<tr>
<td>19</td>
<td>Vargas et al.</td>
<td>[50]</td>
<td>40</td>
<td>Gkantouna</td>
<td>[14]</td>
</tr>
<tr>
<td>20</td>
<td>Leal and Dias</td>
<td>[26]</td>
<td>41</td>
<td>Garcia and Paiva</td>
<td>[13]</td>
</tr>
<tr>
<td>21</td>
<td>Mayz et al.</td>
<td>[31]</td>
<td>42</td>
<td>Neelima and Rodda</td>
<td>[35]</td>
</tr>
</tbody>
</table>
4 Results

In this section, we present the results of the analysis and mapping of the selected papers answering our research questions.

4.1 Publications Distribution Over Time (RQ1)

In the set of relevant papers, the first papers to be published date from 2001 [16,39]. Nonetheless, no paper was selected in 2003 or 2004. The number of publications per year in the studied field increased moderately from 2011 onwards, as can be seen in Fig. 1. Also, we note that there was a peak in 2014 in which six papers were published, however, the average in the period 2011–2016 is four papers per year.

![Graph showing the number of relevant papers on Web Analytics-Usability per year](image)

Fig. 1. Number of relevant papers on Web Analytics-Usability per year

4.2 Research Classification (RQ2)

First, we classified the papers into three categories of research according to the context in which it was developed: (i) academic environment, (ii) industrial case study, or (iii) academia-industry partnership. As shown in Fig. 2-a, there are a small share of studies developed in partnership with industry (7 of 42), while we find no case study involving practitioners of the software development industry in this research follow-up. Thus, the greater part of the studies was developed in an academic environment (35 of 42).

Secondly, we classified the studies according to the type of validation into two categories: (i) experimental or (ii) non-experimental. We identified that 30 studies (71%) were experimentally validated, as shown in Fig. 2-b. However we have not yet evaluated the experimental studies in relation to compliance with guidelines proposed for reporting experiments in software engineering [22].

Table 5 summarizes the number of studies classified according to the context and type of research. We noticed that most experimental studies have been performed in academic contexts (24 of 30).
Table 5. Research classification according to context and research type

<table>
<thead>
<tr>
<th>Context</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experimental</td>
</tr>
<tr>
<td>Academia</td>
<td>24–69%</td>
</tr>
<tr>
<td>Academia-Industry</td>
<td>6–86%</td>
</tr>
</tbody>
</table>

![Study context and study type](image)

Fig. 2. Research classification

4.3 Research Focus (RQ3)

As for the research focus, when analyzing the selected set of papers, we identified three predominant type of research. Table 7 presents the papers distributed by these categories. More than half of the papers (52.4%) are focused on (i) “Tools for capturing navigation data” of which one part deals with both capture and data analysis (8 of 22), while another part (7 of 22) describes only about data capture mechanisms on user navigation. Kiura et al. [24], for instance, implements a tool that captures the user’s navigation and reproduces the data captured for further analysis, which enables to product owners to improve the product usability. In another example, Zhu et al. [55] propose an user behavior analyzer, which can help the product owner find faults without having to reproduce the navigation.

Also, we identified that 41% of papers are divided between (ii) “Analysis of navigation from existing tools” and (iii) “Real-time page customization”. With respect to the real-time page customization, we note that tools of capturing are as needed as the contextual analysis. Huang et al. [17] uses these user characteristics, for instance, to improve results of search engines. And finally, we found
Table 6. Research focus of the selected papers

<table>
<thead>
<tr>
<th>#</th>
<th>Research focus</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>Tools for capturing navigation data</td>
<td>[1,2,4,6,8,15–18,23,24,26,27,33,34,37,39,44,46,48,53,55]</td>
</tr>
<tr>
<td>10</td>
<td>Analysis of navigation from existing tools</td>
<td>[3,5,9,12,13,35,43,49,50,52]</td>
</tr>
<tr>
<td>7</td>
<td>Real-time page customization</td>
<td>[10,28–32,40]</td>
</tr>
<tr>
<td>3</td>
<td>Other matters</td>
<td>[11,14,54]</td>
</tr>
</tbody>
</table>

out that the three remaining papers refer to matters that are out of our research scope (Table 6).

4.4 Means for Capturing (RQ4)

As aforementioned, most of the studies are focused specifically on means and tools for capturing usage information. However, some other studies – whose main focus is not the means of capture – mention the type of technology used to capture the information about the behavior of the users. Thus, we also included these studies in our analysis about means of capture, totalling 32 papers examined.

We have identified four types of means for capturing: (i) JavaScript, (ii) Proxy Logger, (iii) Browser Plugin, and (iv) Java Applet. In the Fig. 3, we present the result of the mapping of such technologies distributed over time. Additionally, we listed the papers according to means of capture mentioned, as showed in the Table 7.

Table 7. Means for capturing user navigation.

<table>
<thead>
<tr>
<th>#</th>
<th>Means</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>JavaScript</td>
<td>[1–6,9,10,15,17,18,24,26,30,34,39,44,49,50,52,55]</td>
</tr>
<tr>
<td>8</td>
<td>Proxy/Server Logger</td>
<td>[8,16,29,32,33,35,43,53]</td>
</tr>
<tr>
<td>3</td>
<td>Browser Plugin</td>
<td>[37,46,48]</td>
</tr>
</tbody>
</table>

A large part of the studies (21 of 32–66%) uses the JavaScript technology as the main means to capture of client logs. Of these studies that use JavaScript, 13 studies (62%) insert JavaScript directly into the source code of the application, while the other 8 studies (38%) it is injected through a proxy (Table 4-a).

The second most commonly used means of capture is the Proxy Logger. We found four studies related to Server Logger [32,33,35,43], which added to the Proxy Logger studies. Also, we found three studies about Browser Plugin,
**Fig. 3.** Means for capturing user navigation over time

**Fig. 4.** Means of capture and visualization mechanisms
including a study about Java Applet published in 2001. Shahabi and Banaei-kashani [46] used the Java Applet technology to create a remote agent that transparently runs at the client machine, where is uploaded only once when the user enters the web-site. This agent tracks the user interactions only during a single session and does not store any information at the client machine. But over time, this technology has been replaced by technologies which do not rely on a browser plugin, once modern browser vendors decided restrict and reduce plugin support in their products [38].

4.5 Visualization of User Interaction (RQ5)

Mechanisms for viewing recorded information about the user interaction by tracking of screen activities – e.g., mouse movements, key presses, and log traces – are important to enable a posterior and more in-depth analysis on user experience with the software. However, when analyzing the set of studies, we observed that few papers report such mechanisms (see Table 4-b). We have identified four types of visualization: (i) page navigation, (ii) mouse trail, (iii) heat map graphics, and (iv) page elements.

Page navigation refers to the accessed pages by an user in order to accomplish a goal. Mouse trail is the result of the mouse movement of an user in a single page in order to identify it’s path to reach a goal. Heat map graphics is a visual way to represent where are the users focusing in a certain page, by collecting mouse data. And, page elements refers to the HTML elements each user is accessing, which can be used for data mining techniques or others purposes. Table 8 presents the 9 studies that proposed mechanisms for visualizing data on user interaction, which we mapped according to the type of information visualized.

<table>
<thead>
<tr>
<th>Visualization of user interaction</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Page navigation</td>
<td>[16,37,53]</td>
</tr>
<tr>
<td>Mouse trail</td>
<td>[5]</td>
</tr>
<tr>
<td>Heat map graphics</td>
<td>[4,6,24]</td>
</tr>
<tr>
<td>Page elements</td>
<td>[17,24,44]</td>
</tr>
</tbody>
</table>

4.6 Mapping Means of Capture and Types of Visualization (RQ6)

In order to verify the relationship between the types of visualizations and the means of capturing, we have analyzed the 9 studies that present mechanisms to visualize the data about the user interaction, as shown in Fig. 5. According to the means used to capture the information, we can notice that there are restrictions on the types of information visualized. In other words, proxy logger and
browser plugin-based technologies offer limited resources, while JavaScript is a technology that allows us to implement more complex data capture functionality. Niño et al. [37] proposed a client-side browser-embedded tool to capture and replay only user navigation sessions. While, Atterer et al. [5] use JavaScript tracking code in order to capture data about mouse movements, keyboard input and more, and then, mouse trails are combined to a screenshot of the website to show the user navigation.

5 Final Remarks and Limitations

In this paper we present the findings of a systematic mapping carried out to get an overview of existing research on software analytics for web usability, focusing on techniques, methods and tools commonly employed to capture and analyze navigation behaviour and usage data. We have selected and analyzed 42 relevant papers published between 2001 and 2016.

With regards to the threats to validity of our mapping study, we know that the selection of search terms and digital libraries can exclude some relevant studies in our search results. Furthermore, we searched only in a single library, and studies published in proceedings not indexed by this digital library may not appear in our analysis. Nonetheless, in this first stage, this was not our main concern since the intention was to have an overview about the research area.

Another limitation of this work is that we did not define a criteria for quality assessment of included studies based on the aims and research questions of our study. As regards the extraction and categorization process, it was carried out by the first author, while the first coauthor provided input to resolve ambiguities during the process.
Furthermore, a systematic mapping study can be considered less reliable than a systematic review when we usually consider only the abstracts and titles alone rather than the full text of each paper. However, aiming to answer some of our research questions (RQ4, RQ5 and RQ6), we had to analyze a considerable part of the text besides the title and abstract.

In response to RQ1, we found that the number of publications in this field increased moderately from 2011 onwards, and the average of the last six years is four papers per year. Regarding the research classification (RQ2), the majority of experimental studies have been developed in academic context.

To respond to RQ3, we identified three research focus: (i) “tools for capturing navigation data”, (ii) “analysis of navigation from existing tools”, (iii) “real-time page customization”. More than half of the papers are focused on tools for capturing navigation data.

Concerning the means for capturing navigation behaviour and usage data (RQ4), we identified three types of technologies: (i) JavaScript, (ii) Proxy Logger, and (iii) Browser Plugin. However, JavaScript is the most used technology.

With respect to the visualization of user interaction (RQ5), there are few studies that presented some mechanism for visualization of these data. And, analysing the relationship between capture technologies and data visualization (RQ6), we can notice that there are restrictions on the types of information visualized depending on the technology employed.

As future work, we intend to carry out a systematic literature review to answer more specific issues. With this purpose and based on the results of this mapping, we will adjust our search terms as well as consider more research sources, and also look at the references of the relevant papers.
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